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Abstract   In this paper we analyze a given production network in view of stabil-
ity, which means boundedness of the state of the network over time. From a 
mathematical point of view we model the network by differential equations. With 
help of local input-to-state stability (LISS) Lyapunov functions and a small gain 
condition we check, if the network is stable. This results in the derivation of con-
ditions for the production rates for which stability of the production network is 
guaranteed. 

1 Introduction 

Production and supply networks or other modern logistic structures are typical ex-
amples of complex systems with a nonlinear and sometimes chaotic behavior. 
Their dynamics subject to many different perturbations due to changes on market, 
changes in customer behavior, information and transport congestions, unreliable 
elements of the network etc. 

One approach to handle such complex systems is to shift from centralized to 
decentralized or autonomous control, i.e., to allow the entities of a network to 
make their own decisions based on some given rules and available local informa-
tion. However a system emerging in this way may become unstable and hence be 
not effective in performance. Typical examples of unstable behaviour are un-
bounded growth of unsatisfied orders or unbounded growth of amount of work-
load to be processed by a machine and causes high inventory costs or loss of cus-
tomers. To avoid instability it is worth to investigate its behavior in advance. 

Mathematical methods can help to handle complex systems. In particular 
mathematical modelling and analysis provide helpful tools for investigation of 
such objects and can be used for design, optimization and control of such net-
works and for deeper understanding of their dynamical properties. 

This paper focuses on the stability analysis of a production network, in order to 
identify stable parameter constellation. In particular cases stability means that the 
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number of unsatisfied orders or/and amount of workload to be processed by a ma-
chine remain bounded over time in spite of disturbances. By application of the 
stability analysis to a logistical network we can draw conclusions of its behaviour 
and derive conditions to guarantee stability, which avoid negative outcomes men-
tioned above. The results of this analysis can be used to design logistical networks 
in order to have good properties to achieve economic goals. Obviously stability is 
decisive for the performance and vitality of a network. 

In this paper we propose a model for a production logistic scenario comprising 
several autonomous production plants connected through transport routs. This net-
work is modelled by ordinary differential equations. We show how its stability can 
be analyzed with help of small gain theorems recently developed for general type 
of dynamic networks. Explicit conditions of the production rates will be derived 
by application of mathematical systems theory of interconnected systems. 

In Section 2 we describe the given production network with its conditions and 
model it mathematically by differential equations. A mathematical background is 
given in Section 3, which is used in Section 4 to derive stability conditions of the 
production network. In Section 5 some simulation results and their interpretations 
are given. Conclusions and outlines can be found in Section 6. 

2 Model description 

In this section we describe the given production network, which we model and 
analyze the system in view of stability with help of differential equations. 

The production network in Figure 1 consists of six geographically distributed 
production locations, which are connected. In logistic there are many flows, e.g. 
material, information or worth flows. In Figure 1 the material flow is described by 
arrows and the information flow by dashed arrows. The state of each production 
location is denoted by ∈)(txi IR for i = 1,…,6, where ∈t IR+ can be interpreted as 

time and IR+ denotes all positive real values. In the rest of this paper we write sub-
system i for the i-th production location. All six subsystems form the production 
network, which we name simply (whole) system. 

We describe the production network by the information flow and interpret the 
state of the i-th subsystem as the number of unsatisfied orders within i-th produc-
tion location. Subsystem 6 gets some orders of its product from the customers, de-
noted by ∈)(td IR+. While processing the orders, subsystem 6 orders components, 
which it needs for production from subsystem 4 and 5. These two subsystems send 
orders for components, which they need to subsystem 2 and 3. Their orders will be 
sent to subsystem 1, which gets instantly its raw material from an external source. 

The orders from subsystem 1 to subsystem 6 are interpreted as a kind of pay-
ment or the demand for its production of subsystem 1 of the final product of the 
given production network from subsystem 6. 
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Fig. 1 The production network 

We suppose all subsystems are autonomously controlled, it means the ability to 
adjust the production rate of the production location. This can be achieved by 
varying work times of the workers, transportation times of the products or the 
number of used machines for production. ∈iα IR+ denotes the (constant) maxi-

mum production rate of subsystem i. The actual production rate of subsystem i  

( if
~

) converges to iα , if the state of subsystem )(txi  is large and if
~

 tends to zero, 

if the state of subsystem )(txi  tends to zero. This means, if there are many orders, 

the actual production rate is near to the maximum production rate and if there are 
no orders nothing will be produced. Therefor the actual production rate of each 
subsystem at time t is given by 

.6,...,1,)))(exp(1(:))((
~

=−−= itxtxf iiii α  

With these considerations we can model the system presented in Figure 1 by 
differential equations for each subsystem, which are nothing but a description of 
changes of the state )(txi  of subsystem i along time ∈t IR+: 
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where the constants ∈ijc IR+ can be interpreted as the number of orders of com-

ponents to subsystem i from subsystem j. 

By definition of T
ii xxxitxdxf ),...,(:,6,...,1),(:),( 61=== &  and =:),( uxf  

Tdxfdxf )),(),...,,(( 61 we can write the whole system as 

∈= ttdtxftxi ,))(),(()(& IR+.   )2(  

Now the question arises, under which conditions the subsystems are stable, 
which means that the states of all subsystems will not increase to infinity. In other 
words, under which conditions all states of the subsystem and therefore of the 
whole system are bounded, which means stability of the production network? 
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3 Mathematical background 

For investigation of the stability of system (1) and (2), respectively, we need some 
mathematical results. We present a stability property and a tool how to check, 
weather the system has the stability property. 

We consider nonlinear dynamical system of the form 
)),(),(()( tutxftx =&     )3(  

where ∈t IR+ is the time, )(tx& the derivate of the state ∈)(tx IRN with the initial 

value ,0x input ∈)(tu IRm, which is an essentially bounded measurable function 

and :f IRN+m→ IRN nonlinear. To have existence and uniqueness of a solution of 
(3), function f has to be continuous and locally Lipschitz in x uniformly in u. The 
solution is denoted by ),;( 0 uxtx  or )(tx  in short. 

To describe the given production network we generalize (3) and consider   
∈n IN interconnected systems. These are in general nonlinear dynamical systems 

of the form 
nitutxtxftx ini ,...,1)),(),(),...,(()( 1 ==&   )4(  

where ∈t IR+, ∈)(txi IR ,iN  ∈)(tui IR ,iM  which are essentially bounded measur-

able functions, :if IR →
∑ +

j ij MN
IR ,iN  ,,...,1 ni =  where if  are continuous and 

locally Lipschitz in TT
n

T xxx ),...,( 1=  uniformly in .iu  We consider jx  as internal 

input and iu  as external input of the i-th subsystem ,,...,1, nji = .ji ≠  The solu-

tion is denoted by ),:,;( 0
iji uijxxtx ≠  or )(tx  in short. 

If we define ,:
1∑ =

=
n

i iNN ∑ =
=

n

i iMm
1

,: ,),...,( 1
TT

n
T xxx = TT

n
T uuu ),...,(: 1=  

and ,),...,(: 1
TT

n
T fff =  then (4) becomes 

∈= ttutxftx ,))(),(()(& IR+.   )5(  

We denote the standard euclidian norm in IRn by ||||⋅  and the essential supre-

mum norm for essentially bounded functions u in IR+ by .|||| ∞u  We need some 
classes of functions to define the stability property, which we will use. A function 

:f IRn→ IR+ is said to be positive definite, if 0)0( =f  and ∈∀> xxf ,0)( IRn 

holds. A class K function :γ IR+ → IR+ is continuous, 0)0( =γ  and strictly in-

creasing. If it is additionally unbounded then it is of class .∞K  We call a function 

:β IR+ × IR+ → IR+ of class KL if β  is continuous, Kt ∈⋅ ),(β and ),( ⋅rβ  strictly 

decreasing with .0,,0),(lim ≥∀=
∞→

rttr
t

β  

Now we define local input-to-state stability (LISS) and input-to-state stability 
(ISS), respectively, for each subsystem of (4). For system (3) the definition of 
LISS and ISS, respectively, can be found for example in [3] and [8], respectively. 
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Definition 1. The i-th subsystem of (4) is called LISS, if there exist constants 

∞∈> Kiij
u
i

i
ji γγρρρ ,,0,,  and LKi ∈β , such that for all initial values 

,|||| 0
iix ρ≤  i

jix ρ≤∞||||  and all inputs u
iiu ρ≤∞||||  the inequality 

 )}||(||),||(||max),||,(||max{||),:,;(|| 00
∞∞

≠
≤≠ iijij

ij
iiijii uxtxuijxxtx γγβ  )6(  

is satisfied ∈∀t IR+. ijγ  and iγ  are called (nonlinear) gains. 

Note that, if ∞=u
i

i
ji ρρρ ,,  then the i-th subsystem is ISS (see [1]). LISS and 

ISS, respectively, mean that the norm of the trajectories of each subsystem is 
bounded. 

Furthermore we define the gain matrix 0,,...,1,),(: ===Γ iiij nji γγ , which 

defines a map :Γ IR n
+ → IR n

+  by 

∈






=Γ ssss
T

jnj
j

jj
j

,)(max),...,(max:)( 1 γγ IR n
+ .  )7(  

Previous investigations of two interconnected systems established a small gain 
condition to guarantee stability (see [5] and [6]). In [1] an ISS small gain theorem 
for general networks was proved, where the small gain condition is of the form 

)(sΓ ∈∀ss, IR n
+ \ }0{    )8(  

Notation  means that there is at least one component },...,1{ ni ∈  such that 

.)( ii ss <Γ  Here we recall a local version of the small gain condition: 

Definition 2. Γ satisfies the local small gain condition (LSGC) on *],0[ w , pro-
vided that  

**)( ww <Γ  and )(sΓ .0*],,0[, ≠∈∀ swss   )9(  

Further details of (9) can be found in [3]. The small gain condition is equivalent 
to the compliance of the cycle condition (see [7], Lemma 2.3.14 for details). We 
quote the local version of the small gain theorem: 
Theorem 1. Let all subsystems of (4) satisfy (6). Suppose Γ satisfies LSGC. Then 

there exist constants LKu ∈> βρρ ,0, and ,∞∈ Kγ such that the whole system 
(5) is LISS. 

The proof can be found in [3], Theorem 4.2. An important tool to verify LISS 
and ISS, respectively, are Lyapunov functions. For systems of the form (3) one 
can find the definition of Lyapunov functions for example in [6] and [3]. 

Definition 3. A smooth function :iV IR iN → IR+ is called LISS Lyapunov function 
of the i-th subsystem of system (4), if it satisfies the following two conditions: 
1) There exist functions ∞∈ Kii 21 ,ψψ such that 

 ∈∀≤≤ iiiiiii xxxVx ||),(||)(||)(|| 21 ψψ IR iN  )10(  

2) There exist ,, ∞∈ Kiij χχ  a positive function iµ and constants 0,0 >u
i

i ρρ  such 
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))((),()(||)}(||)),((maxmax{)( iiiiiiiijjij
j

ii xVuxfxVuxVxV µχχ −≤⋅∇⇒≥  )11(  

for all ∈ix IR iN , ,|||| 0
i

ix ρ≤∞ ∈iu IR iM , ,|||| u
iiu ρ≤∞ ,0=iiχ  where ∇  denotes 

the gradient of Vi. Functions ijχ  and iχ  are called LISS Lyapunov gains.  

Note that, if ∞=u
i

i ρρ ,0  then the LISS Lyapunov function of the i-th subsys-

tem becomes an ISS Lyapunov function of the i-th subsystem (see [4]). 
To check if the whole system of the form (5) has the LISS or ISS property one 

can use LISS or ISS Lyapunov functions, respectively. If there exists a LISS or 
ISS Lyapunov function for a subsystem of (4) then the subsystem has the LISS or 
ISS property, respectively. Furthermore, if all subsystems have a LISS of ISS 
Lyapunov function and the LISS or ISS Lyapunov gains satisfy the small gain 
condition, then the whole system of the form (5) is LISS or ISS, respectively (see 
[2], [3] or [4]).  

With this mathematical theory we can derive conditions, for which the subsys-
tems and the whole system are stable. This will be presented in the next section. 

4 Stability of the model 

In this section we investigate all six subsystems of (1) to check if they have the 
LISS or ISS property, respectively. Therefor we choose a Lyapunov function can-
didate for each subsystem and check, weather conditions (10) and (11) are satis-
fied. 
Remark 1. It can be shown that for any non-negative initial condition all subsys-
tems of (1) are non-negative, since the term )( ii xf  is zero for 0=ix  and 0=d , 

.,...,1 ni =  

We choose iii xxV =)(  as Lyapunov function candidate for i=1,…,6. iV  satis-

fies condition (10). For the investigation of the first subsystem we define 
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To guarantee that j1χ  is well defined the condition 

 .)1( 111313212 αεααα <−<+ jcc  )12(  

has to be satisfied. With this consideration it follows 
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where },min{: 13121 εεε =  and ))exp(1(:)( 111 rr −−= αεµ  is a positive definite 

function. 
The reason of the introduction of the constant value j1ε  is to guarantee that 1µ  

is positive definite. 1V  satisfies condition (11) and is the ISS Lyapunov function of 

the first subsystem from which we know that the first subsystem has the ISS prop-
erty for all ∈jx IR+ ,3,2,1, =j  if condition (12) holds. 

For subsystem 2 to 5 we do similar calculations and get the gains 
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and conditions 
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for which the subsystems 2 to 5 have the ISS property. 
For subsystem 6 from 
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with 1,0 661 << dεε  we get 
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where },min{: 6616 dεεε =  and ))exp(1(:)( 666 rr −−= αεµ  is positive definite, if  

 .|||| 1616 αα cd +> ∞  )15(  

holds true to guarantee that 6χ  and 61χ  are well defined. Function 6χ  as defined 

in (14) is ,K∈  but we can find a continuation of 6χ  such that the composed func-

tion is .∞K  Hence 6V  satisfies condition (11) and from Section 3 we know that 
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subsystem six has the LISS property for all ∈0
6x IR+ and 

.:|||| 1616
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By similar calculations the following holds 
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for 0>r , such that the cycle condition and therefor the small gain condition is 
satisfied. We conclude that all subsystems are LISS or ISS, respectively, and we 

can apply Theorem 1, such that the whole system is LISS for all ∈0,xx IR6
+  and 

ud ρ<∞||||  with additional conditions (12), (13) and (15). 

5 Simulation results 

To verify and demonstrate the results of the previous section we simulate all sub-
systems with help of Matlab. 

At first we choose values for the parameters ijc : ,3,4,0001.0 131261 === ccc  

.4,8,2,6,9,4 564635253424 ====== cccccc  Consider constant orders .20≡d  

Then the stability conditions (SC) (12), (13) and (15) become 

.0001.020,4,8
,29,64,34

166564

543542321

αααααα
ααααααααα

+>>>
+>+>+>

 

By solving this system of linear inequalities we get the condition 
TT )98.20,9.83,79.167,86.1677,5.1174,55.9731(),,,,,(: 654321 >= ααααααα  

With the choice T)21,85,169,1680,1180,9750(=α  and =0x  T)1,1,1,1,1,1( the 

simulation results are presented in Figure 2, where the number of orders ( iNo ) of 
each subsystem for time t is displayed. We see, that all trajectories of the subsys-
tems are bounded. 
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Fig. 2 iNo , if (SC) are satisfied  Fig. 3 iNo , if (SC) are not satisfied 

Now we choose the maximum production rates only a bit smaller: 
T)9.20,83,167,1677,1174,9730(=α  

The simulation results are displayed in Figure 3. We see that the trajectories of the 
subsystems 1 to 3 are bounded, but the trajectories of the subsystems 4 to 6 are 
unbounded, which means that the whole system is not stable. 

By further simulations of the system we discover that for other inputs where 
ud ρ<∞||||  is not satisfied, the system can be stable. We consider all values ijc  as 

before, choose the maximum production rates 
T)21,85,169,1680,1180,9750(=α  such that conditions (12) and (13) are satis-

fied and replace d by ).1)(sin(20)( +⋅= ttd  It is 40|||| =∞d ,uρ>  but by simula-

tion results, which are presented in Figures 4 and 5, all subsystems and therefor 
the whole system are stable. 

 
  Fig. 4 Simulation results for x1 to x5 with Fig. 5 Simulation results for x6 with d(t) = 

            d(t) = 20 (sin(t) + 1)              20 (sin(t) + 1) 

This result is caused by the usage of the “worst case” within the mathematical 
theory, namely the supremum norm ∞⋅ |||| . In particular for oscillating inputs (e.g. 

seasonal changes of demand) the maximum value is used for all the time to derive 
stability conditions, such that lower inputs will not be considered over the time. 
Whereas in the Matlab simulation the actual input for time t is used, which is not 
the maximum value for all the time for an oscillating input and therefore lower 
stability conditions can be obtained. By mathematical theory used in this paper it 
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is not possible to cover all inputs for which the system is stable, in particular oscil-
lating inputs. This is an actual mathematical problem to find the domain of stabil-
ity as large as possible. 

6 Conclusions and outline 

In this paper we have described a model for networks of autonomous produc-
tion plants. This model was investigated on stability. In particular necessary con-
ditions for its stable behavior were provided. This paper illustrates an approach for 
modelling and analysis of autonomous logistic systems, which can be transferred 
to other more complex logistical networks equivalently. By application of the sta-
bility analysis as presented here one can derive stability conditions to guarantee 
stability of the network and they help to design the network to avoid negative out-
comes and to achieve economic goals. 

For validation of the provided methods a comparison of the obtained results 
with simulations provided by discrete event simulation is of interest and is planned 
for the future research. 
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