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## Statement of the problem

## Given a parameters-dependent systems of size $N$

$$
\begin{aligned}
E(p) x^{\prime}(t) & =A(p) x(t)+B(p) u(t), \\
y(t) & =C(p) x(t), p=\left(p_{1}, \ldots, p_{k}\right) .
\end{aligned}
$$

## Replace it with a parameters-dependent systems of size

 $n, n \ll N$$$
\begin{aligned}
\hat{E}(p) x^{\prime}(t) & =\hat{A}(p) x(t)+\hat{B}(p) u(t), \\
y(t) & =\hat{C}(p) x(t), p=\left(p_{1}, \ldots, p_{k}\right) .
\end{aligned}
$$
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$n, n \ll N$
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\begin{align*}
\hat{E}(p) x^{\prime}(t) & =\hat{A}(p) x(t)+\hat{B}(p) u(t)  \tag{2}\\
y(t) & =\hat{C}(p) x(t), p=\left(p_{1}, \ldots, p_{k}\right)
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## Requirements

- Reduction process independent of variation of parameter on a fixed range $\Omega$.
- System (2) approximates system (1) in some sense.
- The reduction procedure should not cost so high.


## Requirements

- Reduction process independent of variation of parameter on a fixed range $\Omega$.
- System (2) approximates system (1) in some sense.
- The reduction procedure should not cost so high.


## Requirements

- Reduction process independent of variation of parameter on a fixed range $\Omega$.
- System (2) approximates system (1) in some sense.
- The reduction procedure should not cost so high.


## Requirements

- Reduction process independent of variation of parameter on a fixed range $\Omega$.
- System (2) approximates system (1) in some sense.
- The reduction procedure should not cost so high.


## Recall the method

$$
\begin{align*}
& E x^{\prime}(t)=A x(t)+B u(t),  \tag{3}\\
& y(t)=C x(t) . \\
& H(s)=C(s E-A)^{-1} B=-C\left(\left(A-s_{0} E\right)-\left(s-s_{0}\right) E\right)^{-1} B \\
&=-C \sum_{i=0}^{\infty}\left(\left(A-s_{0} E\right)^{-1} E\right)^{i}\left(A-s_{0} E\right)^{-1} B\left(s-s_{0}\right)^{i} \\
&= \sum_{i=0}^{\infty} M_{i}\left(s-s_{0}\right)^{i} .
\end{align*}
$$

- Construct span $V_{s_{0}}=\mathcal{K}_{n_{0}}\left(\left(A-s_{0} E\right)^{-1} E,\left(A-s_{0} E\right)^{-1} B\right)$,
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- Construct span $V_{s_{0}}=\mathcal{K}_{n_{0}}\left(\left(A-s_{0} E\right)^{-1} E,\left(A-s_{0} E\right)^{-1} B\right)$, $V_{s_{0}}^{T} V_{s_{0}}=I$.
- Also, $V=\left\{V_{s_{1}}, \ldots, V_{s_{k}}\right\}$.


## Reduced system

$$
\begin{aligned}
V^{T} E V x_{r}^{\prime}(t) & =V^{\top} A V x_{r}(t)+V^{\top} B u(t), \\
y_{r}(t) & =C V x_{r}(t)
\end{aligned}
$$

- $n_{0}$ moments of TF at $s_{0}$ matched,
- Easy to implement by Arnoldi algorithm,
- No guarantee of stability,
- Hard to derive error bound.
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## Multiparameter moment matching [4, 9]

Treat system parameters, frequency one in the same way

$$
\begin{align*}
E x^{\prime}(t) & =\left(A+p A_{1}\right) x(t)+B u(t) \\
y(t) & =C x(t) \tag{4}
\end{align*}
$$

Denoting $s_{1}=s, s_{2}=p, E_{1}=E, E_{2}=-A_{1}$, expanding TF at
$\left(\sigma_{1}, \sigma_{2}\right)$ and denoting $S=A-\sigma_{1} E_{1}-\sigma_{2} E_{2}$
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Denoting $s_{1}=s, s_{2}=p, E_{1}=E, E_{2}=-A_{1}$, expanding TF at ( $\sigma_{1}, \sigma_{2}$ ) and denoting $S=A-\sigma_{1} E_{1}-\sigma_{2} E_{2}$
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\begin{aligned}
& H\left(s_{1}, s_{2}\right)=-C \sum_{i=0}^{\infty}\left(\left(s_{1}-\sigma_{1}\right) S^{-1} E_{1}+\left(s_{2}-\sigma_{2}\right) S^{-1} E_{2}\right)^{i} S^{-1} B \\
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- Defining the generalized Krylov subspace

$$
\mathcal{G}_{k}\left(M_{1}, M_{2}, m\right)=\operatorname{span} \cup_{i=0}^{k} \cup_{j=0}^{i} F_{j}^{i}\left(M_{1}, M_{2}\right) m
$$

- Construct $\operatorname{span} V=\mathcal{G}_{n}\left(S^{-1} E_{1}, S^{-1} E_{2}, S^{-1} B\right)$,
- Reduced system

$$
\begin{align*}
V^{\top} E V x^{\prime}(t) & =\left(V^{\top} A V+p V^{\top} A_{1} V\right) x(t)+V^{\top} B u(t)  \tag{5}\\
y(t) & =C V x(t)
\end{align*}
$$

- The first $n$ "coefficients" of reduced system match ones of original one.
- Disadvantage: Difficult to implement stably since one cannot use Arnoldi algorithm.
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## Combining with Arnoldi algorithm [5]

The TF of system (4) can be expanded at $(0,0)$ as

$$
\begin{gathered}
H(s, p)=-C\left(A+p A_{1}-s E\right)^{-1} B \\
=-C \sum_{i=0}^{\infty}\left(\left(A+p A_{1}\right)^{-1} E\right)^{i}\left(A+p A_{1}\right)^{-1} B s^{i}=-C \sum_{i=0}^{\infty} M_{i} s^{i} . \\
M_{0}=\left(A+p A_{1}\right)^{-1} B=\sum_{i_{0}=0}^{\infty}\left(-A^{-1} A_{1}\right)^{i_{0}} A^{-1} B p^{i_{0}} . \\
M_{1}=\left(A+p A_{1}\right)^{-1} E M_{0}=\sum_{i_{0}, i_{1}=0}^{\infty}\left(-A^{-1} A_{1}\right)^{i_{1}} A^{-1} E\left(-A^{-1} A_{1}\right)^{i_{0}} A^{-1} B p^{i_{1}} p^{i_{0}}, \\
M_{j}=\sum_{i_{0}, \ldots, i_{j}=0}^{\infty}\left(-A^{-1} A_{1}\right)^{i_{j}} A^{-1} E \ldots\left(-A^{-1} A_{1}\right)^{i_{0}} A^{-1} B p^{i_{j}} \ldots p^{i_{0}}
\end{gathered}
$$

- Constructing

$$
\begin{aligned}
& \operatorname{span}\left\{V_{0}\right\}=\mathcal{K}_{i_{0}}\left(A^{-1} A_{1}, A^{-1} B\right), B_{1}=E \mathcal{K}_{i_{0}}, \\
& \operatorname{span}\left\{V_{1}\right\}=\mathcal{K}_{i_{1}}\left(A^{-1} A_{1}, A^{-1} B_{1}\right), B_{2}=E \mathcal{K}_{i_{1}}, \ldots \\
& \operatorname{span}\{V\}=\operatorname{span}\left\{V_{0}, V-1, \ldots, V_{j}\right\}, V^{\top} V=I
\end{aligned}
$$

- The reduced system is like (5)
- The first $i_{0}, \ldots, i_{j}$ elements in the moments $M_{0}, \ldots, M_{j}$ are matched.
- Disavantage: order of reduced system is large due to mixed moments.
- Another approach is Two-directional Arnoldi process [8].
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## Cutting off mixed moments [6]

Denoting TF as function of frequence and system parameters and then expading at $(0, \ldots, 0)$

$$
\begin{aligned}
H\left(s_{1}, \ldots, s_{k}\right) & =-C\left(I-\sum_{j=0}^{k} s_{j} E_{j}\right)^{-1} A^{-1} B \\
& =-C \sum_{i=0}^{\infty}\left(\sum_{j=0}^{k} s_{j} A^{-1} E_{j}\right)^{i} A^{-1} B
\end{aligned}
$$

- Only keep pure moments $C\left(A^{-1} E_{j}\right)^{i} S^{-1} B$,
- Decreasing the size of reduced system significantly,
- No estimation of the loss of information due to discarding.
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## Enlarging the range of interpolation [7]

- Transfer function
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& =-C\left(I+\sum A^{-1} E_{j} s_{j}+\sum A^{-1} E_{j} A^{-1} E_{k} s_{j} s_{k}+\cdots\right) A^{-}
\end{aligned}
$$

- Instead of matching high order moments, matching the first order moments at different points.
- Decrease the size of reduced system considerably,
- Capture the behavior of original system on wide range.
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## Recall the method

For the system (3) with $E=I$, first solve Lyapunov equations

$$
A \mathcal{P}+\mathcal{P} A^{T}+B B^{T}=0, A^{T} \mathcal{Q}+\mathcal{Q} A+C^{T} C=0
$$

The balancing transformation:

$$
\tilde{\mathcal{P}}=\tilde{\mathcal{Q}}=\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{k}, \ldots, \sigma_{n}\right)
$$

For an observable, reachable and stable system, there exists

$$
T=\Sigma^{1 / 2} K^{T} U^{-1}, T^{-1}=U K \Sigma^{-1 / 2}
$$

where $\tilde{\mathcal{P}}=U U^{T}, U^{T} \tilde{\mathcal{Q}} U=K \Sigma^{2} K^{T}$.
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Very difficult to extend directly to parametric systems

## Combining with interpolation [2]

$$
\begin{align*}
x^{\prime}(t) & =A(p) x(t)+B(p) u(t) \\
y(t) & =C(p) x(t), p=\left(p_{1}, \ldots, p_{d}\right) \in \Omega \subset \mathbb{R}^{d} \tag{6}
\end{align*}
$$

- Suppose (6) stable, observable, reachable and choosing interpolation points $p^{(1)}, \ldots, p^{(k)}$ and reducing (6) at $p^{(i)}$ by $B T$, yielding $T F H_{r}\left(p^{(i)}, s\right)$.
- Interpolating TF w.r.t parameter

- Constructing a realization for TF $\overline{H(p, s)}$.
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y(t) & =C(p) x(t), p=\left(p_{1}, \ldots, p_{d}\right) \in \Omega \subset \mathbb{R}^{d} \tag{6}
\end{align*}
$$

- Suppose (6) stable, observable, reachable and choosing interpolation points $p^{(1)}, \ldots, p^{(k)}$ and reducing (6) at $p^{(i)}$ by BT, yielding TF $H_{r}\left(p^{(i)}, s\right)$.
- Interpolating TF w.r.t parameter

$$
\widehat{H(p, s)}=\sum_{i=0}^{k} f_{i}(p) H_{r}\left(p^{(i)}, s\right)
$$

- Constructing a realization for TF $\widehat{H(p, s)}$.


## More on theoretical aspects [3]

## Problems

- Stability preservation: Is the reduced system is stable for all $p=\left(p_{1}, \ldots, p_{d}\right) \in \Omega$ ?
- Does there exist an error bound?
- Order of reduced system remains high $\sum n_{i}$
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## More on theoretical aspects [3]

- Preserving stability,
- Existing an error bound w.r.t. supnorm,

$$
\|H(p, s)\|_{\infty}=\sup _{p \in \Omega}\|H(p, s)\|_{\mathcal{H}_{\infty}} .
$$

- Preserving stability,
- Existing an error bound w.r.t. supnorm,

$$
\|H(p, s)\|_{\infty}=\sup _{p \in \Omega}\|H(p, s)\|_{\mathcal{H}_{\infty}}
$$

## Remarks

- Moment matching based are preferable,
- Linearize the nonlinear-depentdence before using;
- Despite of high cost of computation, BT based suitable for estimating an error bound,
- Problem of a priori error bound.


## End

## Thank you!
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