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Abstract— In the present paper we consider uniform input-
to-state stability of reaction-diffusion equations and compare
it with its finite dimensional counterpart without diffusion
as a parameterized set of decoupled equations. The reaction-
diffusion partial differential equation can be seen as their
interconnection via diffusion. We prove, that for linear reaction-
diffusion systems and certain classes of nonlinear equations
the UISS property for corresponding systems without diffusion
implies, that the UISS property holds also for the system with
diffusion.

Keywords: reaction-diffusion equations, input-to-state sta-

bility.

I. INTRODUCTION

In this paper we consider a distributed parameter system

in form of parabolic partial differential equations (PDE’s)

and compare it with a continuum set of decoupled ordinary

differential equations (ODE’s). The system in form of a

parabolic PDE can be seen as an interconnection of the set of

the ODE’s parameterized by a continuous spatial parameter

via diffusion term. In both cases we consider systems with

(the same) inputs and study stability properties. Our aim is to

investigate the relation between stability properties of both

kinds of systems. Since we consider systems with inputs

we use the notion of input-to-state stability (ISS) that was

introduced by E. Sontag [16] in 1989. This notion and related

concepts (such as IOS, ISDS, LISS and other) have become

a widely used framework for stability analysis of nonlinear

control systems. This notion is very useful to investigate

large interconnections of nonlinear systems. In particular, an

interconnection of arbitrary number n ∈ N of ISS systems

can be studied with help of small-gain conditions and related

Lyapunov theory, see [4], [5], [10].

In the literature the notion of ISS was used for different

kinds of systems including systems of ODE’s [17], [8],

[1] hybrid, switched and impulsive systems [6], [18], [3],

systems with time delays [14], [7], as well as discrete time

systems: [9], [13]. In the last years a big attention is devoted

to boundary stabilization of PDE’s [11], that confirms the

importance of stability of distributed parameter systems.

In this paper we deal with time-varying systems, therefore

we use the notion of uniform ISS (UISS), developed for this

class of systems, see [19]. We are going to apply UISS notion
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to PDE’s and to present some results, concerning uniform

input-to-state stability of reaction-diffusion equations, under

Neumann (no flux) boundary conditions.

We will prove, that for linear PDE systems, and some

subclasses of nonlinear reaction-diffusion equations the in-

vestigation of the UISS property can be reduced to the

exploration of the corresponding system without diffusion.

The paper has the following structure: in the next section

the necessary notions are introduced. In the Section III the

results are stated and proved, afterwards the simulation,

illustrating one of the theorems is provided. Section V

concludes the paper.

II. PRELIMINARIES

Let | · | denote Euclidean norm in R
n and M be a subset

in R
p. Denote R≥t0 := [t0,+∞).

Since we are going to consider only classical solutions of

parabolic equations we need the following function spaces:

C(M,Rn) := {f : M 7→ R
n|

f is continuous and bounded on M},
C2,1(M × [t0, T ],Rn) := {s : M × [t0, T ] 7→ R

n|
sx, sxx, st are continuous and bounded on M × [t0, T ]},

where t0 < T ∈ R. The norm on C(M,Rn) is defined by

‖f‖C(M,Rn) := sup
x∈M

|f(x)|. In case M is compact sup can

be replaced with max in this definition.

Let G be a bounded domain in R
p with a smooth boundary

∂G, and ∆ denote the Laplacian operator on G. We study

reaction-diffusion system with Neumann (no flux) boundary

conditions:










∂s(x,t)
∂t

= c2∆s+ f(s, x, t, u(x, t)), x ∈ G, t > t0,
s (x, t0) = φ0 (x) , x ∈ G,
∂s
∂n

∣

∣

∂G×R≥t0

= 0,

(1)

where c is a constant, u : G× R≥t0 → R
m is a continuous

input signal and f : R
n × G × R≥t0 × R

m → R
n satisfies

certain regularity properties such that there exists a unique

classical solution s of the problem (1) such that s ∈ C(G×
[t0, T ],Rn) ∩ C2,1(G × [t0, T ],Rn), and has bounded first

and second order derivatives with respect to x in G. For the

appropriate regularity conditions we refer, e.g., to [12].

We consider the asymptotic behavior of the solutions s
for a problem (1), thereby we need their existence and

uniqueness for all T > t0.

In addition to (1) we consider the corresponding system

without diffusion of the form:
{

∂s(x,t)
∂t

= f(s, x, t, u(x, t)), x ∈ G, t > t0,
s (x, 0) = φ0 (x) , x ∈ G.

(2)
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This equation can be understood as a system of ordinary

differential equations, parameterized by spatial parameter

x ∈ G. We assume, that function f is at least Lipschitz

continuous on s, uniformly in t and u for all x ∈ G, and

continuous on x to guarantee the existence and uniqueness

of solutions to problem (2).

Definition 1: For the stability analysis the following

classes of functions are useful:

K := {γ : R+ → R+ | γ is continuous, γ(0) = 0
and strictly increasing}

K∞ := {γ ∈ K | γ is unbounded}
L := {γ : R+ → R+ | γ is continuous and strictly

decreasing with limt→∞ γ(t) = 0}
KL := {β : R+ × R+ → R+ | β is continuous,

β(·, t) ∈ K, β(r, ·) ∈ L, ∀t, r ≥ 0}
Let φ(t, t0, φ0, u) be the solution of the system (1) (or (2))

corresponding to the initial conditions s(·, t0) = φ0(·) and

external input u.

We assume, that f(0, x, t, 0) ≡ 0 ∀(x, t) ∈ G × R≥t0 so

that the origin is an equilibrium point for both systems (1)

and (2).

For the sake of brevity we use in the paper the

following notation: C(G) := C(G,Rn), C(R≥t0) :=
C(R≥t0 ,R

m), C(G× R≥t0) := C(G× R≥t0 ,R
m).

Since we work with time-varying systems, we use the

following stability notions from [19] for systems (1) and (2):

Definition 2: The distributed parameter system (1) (or (2))

is uniformly globally asymptotically stable at zero (0-UGAS)

on G, if ∃β ∈ KL, such that the following inequality

‖φ(t, t0, φ0, 0)‖C(G) ≤ β(‖φ0‖C(G) , t− t0) (3)

holds ∀φ0 ∈ C(G), ∀t ≥ t0.

Definition 3: The distributed parameter system (1) (or (2))

is uniformly input-to-state stable (UISS) on G, if ∃β ∈ KL
and γ ∈ K, such that the inequality

‖φ(t, t0, φ0, u)‖C(G)

≤ β(‖φ0‖C(G), t− t0) + γ(‖u‖C(G×R≥t0
))

(4)

holds ∀φ0 ∈ C(G), ∀t ≥ t0 and ∀u ∈ C(G× R≥t0).
For any fixed x0 ∈ G we consider also a system of ODEs,

corresponding to (2)
{

ds(x0,t)
∂t

= f(s, x0, t, u(x0, t)), t ≥ t0,
s (x0, t0) = φ0 (x0) .

(5)

The solution of this system we denote by

φx0
(t, t0, φ0(x0), u(x0, t)).

Definition 4: The system (5) is uniformly input-to-state

stable, if ∃βx0
∈ KL and γx0

∈ K, such that the inequality

|φx0
(t, t0, φ0(x0), u(x0, t))|

≤ βx0
(|φ0(x0)|, t− t0) + γx0

(‖u(x0, ·)‖C(R≥t0
))

(6)

holds ∀φ0(x0) ∈ R
n, ∀t ≥ t0 and ∀u(x0, ·) ∈ C(R≥t0).

Note, that the region G in definitions of 0-UGAS and UISS

must be open only for system (1). For systems (2) and (5)

G can be an arbitrary set in R
p.

The aim of this paper is to prove, that for certain classes of

reaction-diffusion equations the UISS property for the system

(2) implies the UISS property for the system (1). Also we

prove, that UISS of system (2) on K, where K is compact,

is equivalent to UISS of ODE system (5) in every point

x0 ∈ K, provided that values of functions βx0
(r, s) and

γx0
(r) depend continuously on the parameter x0 in K.

In other words we are going to derive the following set of

implications (here ”UISS” means UISS on G):

(5) is UISS ∀x0 ∈ G ⇔ (2) is UISS ⇒ (1) is UISS.

Thus, for such classes of systems the question about

uniform input-to-state stability of a reaction-diffusion system

can be resolved to the question of uniform input-to-state

stability of the ODE system, for which theory is already well-

developed. In the next section we do it for linear reaction-

diffusion systems, and for a certain class of nonlinear

reaction-diffusion systems.

III. RESULTS

Firstly we prove a technical lemma, that we could not find

in the literature, but need for the proof of Theorem 1.

Lemma 1: Let (RX , ρX) and (RY , ρY ) be metric spaces,

and X ⊂ RX be a compact set, Y ⊂ RY . Assume, that

f : X × Y 7→ R is continuous on X × Y . Then function

g(y) = max
x∈X

f(x, y) is continuous on Y .

Proof: Denote by Xy := arg max
x∈X

f(x, y) - the set

of values x ∈ X , on which a function f( ·, y) takes its

maximum.

At first we are going to prove auxiliary statement, namely

∀ω > 0 ∃δ > 0, such that

∀y ∈ Y : ρY (y, y0)<δ ⇒ Xy ⊂ Uω(Xy0
) = ∪

x∈Xy0

Uω(x),

where Uω(x) is a ball with centre in x and radius ω.

Assume, that this statement does not hold. Then there

exists ω0 > 0 and sequences {δn}n=∞
n=1 , lim

n→∞
δn = 0,

{yn}n=∞
n=1 ⊂ Y , ρY (yn, y0) < δn and {xn}n=∞

n=1 , where

xn ∈ Xyn
\Uω0

(Xy0
).

By construction lim
n→∞

yn = y0. X is compact, therefore

{xn}n=∞
n=1 is bounded, and from Bolzano-Weierstrass theo-

rem it follows, that a convergent subsequence {xnk
}k=∞

k=1 ⊂
{xn}n=∞

n=1 exists. Let lim
k→∞

(xnk
, ynk

) = (x∗, y0) ∈ X × Y .

If x∗ ∈ Xy0
, then some elements of {xnk

}k=∞
k=1 belong to

Uω0
(x∗) ⊂ Uω0

(Xy0
), and we have a contradiction.

Let x∗ /∈ Xy0
. Then f(x∗, y0) < f(x0, y0) for some x0 ∈

Xy0
, and therefore disjunct balls Us((x

∗, y0)) ⊂ X × Y
and Us((x0, y0)) ⊂ X × Y for some s > 0 exist, such

that ∀(x′, y′) ∈ Us((x
∗, y0)), ∀(x, y) ∈ Us((x0, y0)) it holds

f(x′, y′) < f(x, y). But ∀s > 0 in Us((x
∗, y0)) infinitely

many elements of the sequence (xnk
, ynk

) exist. Let one of

them be (xnk1
, ynk1

) . We have, that function f( ·, ynk1
) does

not possess maximum at xnk1
, and therefore xnk1

/∈ Xynk1
,

and we come to a contradiction. Our statement is proven.

Now we can prove the claim of the lemma. We have, that

∀ω > 0 ∃δ1 > 0, such that ∀y ∈ Y with ρY (y, y0) < δ1
there exist x1 ∈ Xy, x0 ∈ Xy0

with ρX(x1, x0) < ω, and

6548



we have

|g(y) − g(y0)| = |max
x∈X

f(x, y) − max
x∈X

f(x, y0)|
= |f(x1, y) − f(x0, y0)|
≤ |f(x1, y) − f(x1, y0)| + |f(x1, y0) − f(x0, y0)|.

From the continuity of f(x1, ·) at the point y0 we have,

that ∀ε2 > 0 ∃δ2 : ∀y ∈ Y : ρY (y, y0) < δ2 ⇒ |f(x1, y) −
f(x1, y0)| < ε2.

To estimate |f(x1, y0) − f(x0, y0)| we use that ∀y0 ∈
Y function f( ·, y0) is a continuous function, defined on a

compact set, and, according to Heine-Cantor theorem, it is

uniformly continuous, that is ∀ε1 > 0 ∃ω : ∀x1, x0 ∈ X :
ρX(x1, x0) < ω ⇒ |f(x1, y0) − f(x0, y0)| < ε1.

Taking δ = min{δ1, δ2}, and ε = ε1 + ε2, we have, that

∀ε > 0 ∃δ > 0 such that

∀y ∈ Y : ρY (y, y0) < δ ⇒ |g(y) − g(y0)| < ε.

Thus, g is continuous at y0. Since y0 was chosen arbitrarily,

g is continuous in all Y .

Also we need the following

Lemma 2: Let M be a subset of R
p, and system (2) be

UISS on M . Then (2) is UISS on every S, S ⊂M .

Proof: Let φ(t, t0, φ0, u) be a solution of (2) on M
(thus, φ0 is defined on M ) and φr(t, t0, φ

r
0, u), φ

r
0 and ur

be restrictions of φ(t, t0, φ0, u), φ0 and u to S ⊂ M , that

is φr
0, u

r(·, t) ∈ C(S), φr
0 ≡ φ0 on S, ur(·, t) ≡ u(·, t) on

S and φr(t, t0, ·, u) is a function from C(S) into C(S). We

have:

‖φr(t, t0, φ
r
0, u

r)‖C(S) ≤ ‖φ(t, t0, φ0, u)‖C(M)

≤ β(‖φ0‖C(M), t− t0) + γ(‖u‖C(M×R≥t0
)).

These estimates are valid ∀t ≥ t0, for all admissible

functions φ0 and u. For all φr
0 and ur there exist continuous

functions φ0 and u, such that φr
0 and ur are their restrictions

to the set S and moreover ‖φ0‖C(M) = ‖φr
0‖C(S), and

‖u‖C(M×R≥t0
) = ‖ur‖C(S×R≥t0

).

From the last estimates we obtain:

‖φr(t, t0, φ
r
0, u

r)‖C(S)

≤ β(‖φr
0‖C(S), t− t0) + γ(‖ur‖C(S×R≥t0

)),

which holds ∀t ≥ t0, φ
r
0 ∈ C(S), ur ∈ C(S×R≥t0). Hence

we conclude that (2) is UISS on S.

Remark 3: Note, that for a system (1) the claim of this

lemma is not true.

Now we are ready to prove, that UISS property for a

system (2) on compact set K ⊂ R
p is equivalent to UISS

property of a system (5) in every point x0 ∈ K.

Theorem 1: Consider problem (2) with x ∈ K, K ⊂ R
p

is compact. Let the values of functions βx0
and γx0

from

Definition 4 depend on parameter x0 continuously on K.

Then system (2) is UISS on K if and only if system (5) is

UISS for all x0 ∈ K.

Proof: Let system (5) be UISS ∀x0 ∈ K, i.e., for each

x0 ∈ K there exist βx0
∈ KL and γx0

∈ K, such that

inequality (6) holds ∀φ0(x0) ∈ R
n, ∀t ≥ t0, ∀u(x0, ·) ∈

C(R≥t0).
We introduce functions β and γ by the following:

β(r, t) := max
x0∈K

βx0
(r, t), γ(r) := max

x0∈K
γx0

(r), (7)

where r, t ∈ R≥0.

By this definition it holds ∀x0 ∈ K, ∀t ≥ t0, that

βx0
(|φ0(x0)|, t− t0) ≤ β(‖φ0‖C(K), t− t0), (8)

γx0
(‖u(x0, ·)‖C(R≥t0

)) ≤ γ(‖u‖C(K×R≥t0
)). (9)

Functions β and γ exist and are continuous functions

on their domains of definition by the Lemma 1. The strict

monotonicity can be shown as follows. Let 0 ≤ a < b and

let the maximum values γ(a) and γ(b) be attained in xa and

xb respectively. We have

γ(b) = γxb
(b) ≥ γxa

(b) > γxa
(a) = γ(a).

This shows that γ is a K-function. Similarly one can show

that β ∈ KL.

From inequality (6), using (7) and estimates (8), (9), we

have:

|φx0
(t, t0, φ0(x0), u(x0, t))| ≤

β(‖φ0‖C(K), t− t0) + γ(‖u‖C(K×R≥t0
)).

(10)

This inequality holds ∀x0 ∈ K, ∀t ≥ t0. Taking maximum

over all x0 ∈ K, and using, that

max
x0∈K

|φx0
(t, t0, φ0(x0), u(x0, t))| = ‖φ(t, t0, φ0, u)‖C(K)

we obtain, that system (2) is UISS on K with respect to

the norm ‖·‖C . So, from the UISS of system (5) in every

point x0 ∈ K it follows UISS of the system (2) on K.

To prove the theorem in the other direction, it is enough

to apply Lemma 2 for S = {x0} for all x0 ∈ K.

Note, that formulas (7) provide us with the gains for the

system (2), if we know the gains for system (5). Of course,

if βx0
and γx0

do not depend on parameter x0 continuously,

maximums may not exist, and (7) cannot be applied.

Next we consider several special cases.

A. Linear systems

In this subsection we consider the autonomous systems,

therefore UISS is equivalent to the usual ISS property.

Let the nonhomogeneous part of (1) be linear with respect

to s










∂s(x,t)
∂t

= c2∆s+Rs+ f(x, u(x, t)), x ∈ G, t > t0,
s (x, t0) = φ0 (x) , x ∈ G,
∂s
∂n

∣

∣

∂G×R≥t0

= 0,

(11)

where R ∈ R
n×n and f is continuous with respect to both

arguments on G × R
m and φ0 ∈ C(G). The corresponding

system without diffusion is:
{

∂s̃(x,t)
∂t

= Rs̃+ f(x, u(x, t)), x ∈ G, t > t0,
s̃ (x, t0) = φ0 (x) , x ∈ G.

(12)

We assume, that f(x, 0) = 0, thus, s(x, t) ≡ 0 is the only

equilibrium solution of the systems (11) and (12).
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Theorem 2: (11) is UISS on G ⇔ (12) is UISS on G.

Proof: We begin with sufficiency. Let system (11) be

UISS, and therefore, 0-UGAS. We consider the linear ODE

system with parameter x0, corresponding to the system (12):
{

ds̃(x0,t)
dt

= Rs̃+ f(x0, u(x0, t)),
s̃ (x0, t0) = φ0(x0).

(13)

Consider (11) and (12) with u ≡ 0 (thus, f(x, u) ≡ 0). Fix

arbitrary φ0(x0) ∈ R
n in the initial condition of (13). And

let s∗ be the corresponding solution of (13). But s∗ solves

also (12) and (11) with the same initial condition φ0(x) ≡
φ0(x0). By the 0-UGAS property of (11) we have

|s∗(t)| ≤ β(‖φ0‖C(G), t− t0) = β(|φ0(x0)|, t− t0), t ≥ 0,

i.e., (13) is 0-UGAS. Hence matrix R is Hurwitz.

Functions βx0
and γx0

for linear system (13) can be

computed analytically, and are continuous with respect to

x0 ∈ G. Using Theorem 1, we see, that (12) is UISS on G,

and, by Lemma 2, on G.

Now we proceed with necessity. Let (12) be UISS on

G, then the matrix R is Hurwitz. Let J be Jordan normal

form of the matrix R. Then invertible matrix U ∈ C
n×n

exists, such that R = UJU−1. Substituting it into the system

(11), and introducing variables y = U−1s, g(x, u(x, t)) =
U−1f(x, u(x, t)) and ψ (x) = U−1φ0 (x), we obtain:














∂y(x,t)
∂t

= c2∆y + Jy + g(x, u(x, t)), x ∈ G, t > t0,
y (x, t0) = ψ(x), x ∈ G,
∂y
∂n

∣

∣

∣

∂G×R≥t0

= 0.

(14)

This system is linear, therefore its solution can be taken

as y(x, t) = y1(x, t)+y2(x, t), where y1(x, t) is the solution

of the homogeneous system














∂y1(x,t)
∂t

= c2∆y1 + Jy1, x ∈ G, t > t0,
y1 (x, t0) = ψ(x), x ∈ G,
∂y1

∂n

∣

∣

∣

∂G×R≥t0

= 0,
(15)

and y2(x, t) is the solution of the nonhomogeneous system

with ψ ≡ 0:














∂y2(x,t)
∂t

= c2∆y2 + Jy2 + g(x, u(x, t)),
y2 (x, t0) = 0, x ∈ G,
∂y2

∂n

∣

∣

∣

∂G×R≥t0

= 0.
(16)

We claim, that ∃β ∈ KL and ∃γ ∈ K, such that

‖y1(·, t)‖C(G) ≤ β(‖φ0‖C(G) , t− t0), and ‖y2(·, t)‖C(G) ≤
γ(‖u‖C(G×R≥t0

)).
We prove only second claim, the other case is analogous.

The last equation in (16) has the form

∂yn
2 (x, t)

∂t
= c2∆yn

2 + λny
n
2 + gn(x, u(x, t)),

where λn = αn +βni, αn < 0, and y2 =
(

y1
2 , y

2
2 , . . . , y

n
2

)T
.

By the substitution yn
2 := eβnithn, in this equation we obtain

∂hn (x, t)

∂t
= c2∆hn + αnhn + g̃n(x, u(x, t)),

where g̃n(x, u(x, t)) = e−βnitgn(x, u(x, t)). Note, that

h(x, t0) ≡ y2(x, t0) ≡ 0.

For all input signals u with ‖u‖C(G×R≥t0
) < δ by the

continuity of g it follows that there exist

g− = inf
G×R≥t0

g̃n(x, u(x, t)), g+ = sup
G×R≥t0

g̃n(x, u(x, t)).

Due to linearity solutions of the last equation are bounded

from below and above by the solutions for the same equation

with g̃n(x, u(x, t)) replaced with g− and g+ respectively,

which are bounded since αn < 0. This shows that |yn
2 | is

bounded by some constant that depends on δ.

By the same arguments we can prove that yi
2 is bounded

from below and above for i = 1, . . . , n. In particular it

follows that ‖y2(·, t)‖C(G) ≤ γ(‖u‖C(G×R≥t0
)) for some

γ ∈ K.

Finally, using the triangle inequality

‖y(·, t)‖C(G) ≤ ‖y1(·, t)‖C(G) + ‖y2(·, t)‖C(G),

we finish the proof.

1) Positive systems: For the applications a special case,

when s(x, t) ≥ 0 (note, that this condition adds restrictions

on the set of admissible controls) is very important, because

such physical values, as absolute temperature, concentration

of a chemical substance, population density cannot be neg-

ative. In this subsection we assume, that all solutions s and

s̃ of (11) and (12) respectively are nonnegative.

In this case we can prove more, namely that functions β
and γ coincide for both (11) and (12) systems in case of UISS

property, if we change the function norm in the definition of

UISS.

Recall that ∀t ≥ t0 L1-norm on G with respect to x of

the function φ(t, t0, s0, u) is defined as follows:

‖φ(t, t0, s0, u)‖L1
=

∫

G

|s(x, t)|dG.

Subtracting s̃ from s it follows from (11) and (12) that











∂(s−s̃)
∂t

= c2∆s+R(s− s̃),
(s− s̃) (x, t0) = 0, x ∈ G,
∂s
∂n

∣

∣

∂G×R≥t0

= 0.
(17)

We define: A(t) =
∫

G
s(x, t)dG, Ã(t) =

∫

G
s̃(x, t)dG.

By the Gauß divergence theorem and Neumann boundary

conditions we get
∫

G
∆sdG =

∫

∂G
∂s
∂n
dS = 0, hence from

(17) we have:

{

∂(A−Ã)
∂t

= R(A− Ã),

(A− Ã) (x, t0) = 0, x ∈ G.
(18)

It follows that A− Ã ≡ 0, and for nonnegative solutions we

have:

‖φ(t, t0, s0, u)‖L1
= ‖φ̃(t, t0, s0, u)‖L1

So, L1 norm of the solutions and, consequently, gains

(if we consider UISS property with respect to the L1-norm

instead of C-norm) of the systems (11) and (12) are equal.
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B. Nonlinear monotone systems

Let us introduce the partial order ≤ on R
n by the relation

x ≤ y ⇔ xi ≤ yi, i = 1, . . . , n.

We use the following definition (compare with definition of

monotone control systems in [2]):

Definition 5: We call system (1) monotone with respect to

initial data, if for all initial conditions s1(x, t0), s2(x, t0) ∈
C(G), such that s1(x, t0) ≥ s2(x, t0), ∀x ∈ G it holds

s1(x, t) ≥ s2(x, t), ∀t > t0, ∀x ∈ G, ∀u ∈ C(G ×
R≥t0), where si(x, t), i = 1, 2 are the solutions of (1),

corresponding to some input u.

In this section we analyse system (1) for the case, when

f = f(s, t, u(t)):










∂s(x,t)
∂t

= c2∆s+ f(s, t, u(t)), x ∈ G, t > t0,
s (x, t0) = φ0 (x) , x ∈ G,
∂s
∂n

∣

∣

∂G×R≥t0

= 0.
(19)

We assume, that f(0, t, 0) = 0 ∀t ≥ t0.

Theorem 3: Let system (19) be monotone with respect

to initial data. If the corresponding to (19) system without

diffusion is UISS on G, then (19) is also UISS on G.

Proof: For arbitrary φ0 ∈ C(G) we define constant

vectors φ+, φ− by:

φi
+ = sup

x∈G

φi
0(x), φi

− = inf
x∈G

φi
0(x), i = 1, . . . , n. (20)

Consider problem (19) with φ0(x) = φ+, ∀x ∈ G and

φ0(x) = φ−, ∀x ∈ G (with corresponding solutions s+(x, t)
and s−(x, t) respectively).

Using, that f and u do not depend on x, we see, as in

the proof of the Theorem 2, that s+(x, t) ≡ s∗+(t) ∀x ∈ G,

where s∗+ is a solution of the problem
{

∂s∗
+(t)

∂t
= f(s∗+(t), t, u(t)), t > t0,

s∗+ (t0) = φ+.
(21)

Thus ‖s+(·, t)‖C(G) = |s∗+(t)|. Similarly,

‖s−(·, t)‖C(G) = |s∗−(t)|, where s∗− is a solution of

(21) with φ− instead of φ+.

But we know, that the non-diffusional system is UISS,

therefore ∃β∗ ∈ KL, γ∗ ∈ K, such that ∀φ−, φ+ ∈ R
n,

∀u ∈ C(R≥t0), ∀t ≥ t0 it holds

‖s−(·, t)‖C(G) =
∣

∣s∗−(t)
∣

∣

≤ β∗(|φ−| , t− t0) + γ∗(‖u‖C(R≥t0
)).

‖s+(·, t)‖C(G) =
∣

∣s∗+(t)
∣

∣

≤ β∗(|φ+| , t− t0) + γ∗(‖u‖C(R≥t0
)).

From definitions (20) it follows, that

φ− ≤ φ0(x) ≤ φ+, ∀x ∈ G.

Now, from the assumption of monotonicity of (19) with

respect to initial data, we know, that for any admissible φ0

for the corresponding solution s(x, t) of the problem (19) it

holds:

s−(·, t) ≤ s(·, t) ≤ s+(·, t), ∀t ≥ t0.

Now, if a ≤ x ≤ b, a, b, x ∈ R
n then

|x| =

√

√

√

√

n
∑

i=1

x2
i ≤

√

√

√

√

n
∑

i=1

(a2
i + b2i ) ≤ |a| + |b|.

Thus,

‖s(·, t)‖C(G) ≤ ‖s−(·, t)‖C(G) + ‖s+(·, t)‖C(G).

The following simple inequalities will be useful for us:

|φ−| ≤
√
n‖φ0‖C(G), |φ+| ≤

√
n‖φ0‖C(G).

Using these estimates, we have:

‖s(·, t)‖C(G) ≤ β∗(|φ−| , t− t0)+β∗(|φ+| , t− t0)

+γ∗(‖u‖C(R≥t0
)) + γ∗(‖u‖C(R≥t0

))

≤ 2β∗(
√
n‖φ0‖C(G), t− t0) + 2γ∗(‖u‖C(R≥t0

)).

Taking β(r, t) := 2β∗(
√
nr, t), x ∈ R≥0, t ∈ R≥t0 , and

γ := 2γ∗, we obtain, that for solution s(x, t) of the problem

(19) it holds

‖s(·, t)‖C(G) ≤ β(‖φ0‖C(G), t− t0) + γ(‖u‖C(R≥t0
))

for all initial functions φ0 ∈ C(G) and external inputs u ∈
C(R≥t0).

IV. EXAMPLE

In this section we demonstrate the applicability of the

theorem 3 on the example.

Take G = [−1, 1]2 and consider the following equation

(s(x, t) ∈ R) on G:










∂s(x,t)
∂t

= ∆s− s3(x, t) + u(t), x ∈ G, t > 0,
s (x, 0) = φ0 (x) , x ∈ G,
∂s
∂n

∣

∣

∂G×R≥0
= 0,

(22)

For v(t) ≡ 0 the monotonicity of the system follows from

the corollary 3.5 in [15]. In presence of input v(t) it will be

monotone with respect to initial data.

We solve it numerically on time span [0, 5] for the initial

value

φ0(x) =

{

1, |x| < 0.4
0, else

and for the input v(t) = 2 sin(10t) + 4.

The solution u for t = 0.3 is presented in Figure 1:
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Fig. 1. Graph of u(·, 0.3)

Fig. 2. Graph of u+ (above) and graph of ‖u(x, ·)‖C(G)

In Figure 2 the graphs of ‖u(x, ·)‖C(G) (below) and of u+

(above), where u+ is a solution of a problem u̇ = −u3(t) +
v(t), u(0) = ‖φ0‖C(G), are presented.

From 2 one sees, that ‖u(x, ·)‖C(G) is bounded from

above by u+, in agreement with the claim of the theorem 3.

The simulation was done, using discretization of time

interval with the implicit Euler scheme (with step size h =
0.01). The obtained after discretization elliptic equation was

solved, using standard MATLAB solver for nonlinear elliptic

equations (pdenonlin).

V. CONCLUSIONS

In the paper we have proved, that for linear reaction-

diffusion equations and a certain subclass of nonlinear sys-

tems the analysis of uniform input-to-state stability can be

resolved to the analysis of the uniform input-to-state stability

of the corresponding ODE system. The result was illustrated

with the help of simulation example. The question, whether

this implication holds or not in general case, remains for the

future investigations.
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