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Abstract

We investigate the Factorization method as an analytical as well as a numerical tool to
solve inverse electromagnetic wave scattering problems from penetrable biperiodic structures in
three dimensions. This method constructs a simple criterion whether a given point in space
lies inside or outside the penetrable biperiodic structure, yielding a fast imaging algorithm.
The required data consists of tangential components of Rayleigh sequences corresponding to
(measured) scattered electromagnetic fields. In our setting, the incident electromagnetic fields
causing these scattered waves are plane incident electromagnetic waves. We propose on the
one hand a rigorous analysis for the Factorization method in this electromagnetic plane wave
setting, building upon existing results for the method in the context of inverse electromagnetic
scattering from bounded objects and of scalar periodic inverse scattering problems. On the
other hand, we provide, to the best of our knowledge, the first three-dimensional numerical
examples for electromagnetic inverse scattering from biperiodic structures in three dimensions
and consider the dependence of the method on the noise level and on the number of Rayleigh
coefficients involved in the imaging process.

1 Introduction

We consider inverse scattering of electromagnetic waves from penetrable biperiodic structures in
three dimensions. The biperiodic structures we consider are periodic in the, say, x1- and x2-
direction, while they are bounded in the x3-direction. The inverse problem that we treat in this
paper is the shape reconstruction of a biperiodic medium from measured data consisting, in prin-
ciple, of scattered electromagnetic waves, when plane electromagnetic waves are used as incident
waves. The problem that we study is motivated by the important applications of such biperiodic
structures in, e.g., optics, including diffractive optical filters and organic light-emitting diodes.
Non-destructive testing is an important topic to guarantee the proper functioning of such devices.

Inverse scattering from biperiodic structures has been an active field of research in the last
years. Uniqueness theorems for determining biperiodic scattering objects from the knowledge of
scattered fields can be found in, e.g., [1,8,9,21,36]. (Some of these results only apply to polyhedral
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structures.) In the general context of acoustic and electromagnetic inverse scattering, qualitative
methods received considerable attention since the Linear Sampling Method was first introduced
in [14] for a scalar inverse obstacle scattering problem. This method aims to compute a picture of
the shape of the scattering object from measured (near- or far-field) data. Since the method is fast
and does not need a-priori knowledge, it has attracted much research during the last 15 years. One
can find recent developments concerning the linear sampling method in [10,11]. It is important for
the context of this paper to note that the linear sampling method has been extended very recently
to inverse scattering involving periodic and biperiodic media in [18, 19, 37]. However, in spite of
the advantages of the method, a full mathematical justification still remains open, see [10, 23].
Some results on the justification of (a slight modification of) the linear sampling method have been
recently obtained in [3, 6, 23]. The technique applied in these references do, however, not seem to
apply to periodic inverse scattering problems since the measurement operators in this context fail
to be normal.

As an attempt to improve the theoretical justification of the linear sampling method, the so-
called Factorization method has been developed in [22,24]. This method has a rigorous justification,
it keeps the previously mentioned advantages of the linear sampling and hence is an interesting
tool for shape identification problems in the context of partial differential equations, in particular
for inverse scattering problems. However, there is only a restricted class of scattering problems to
which the Factorization method can be applied, see [23], due to a crucial assumption of, roughly
speaking, positivity (compare Theorem 10 below).

During the last ten years, the Factorization method has been progressively extended to periodic
inverse scattering problems: In [4,5] the authors studied the Factorization method for the imaging
problem of impenetrable periodic structures with Dirichlet or impedance boundary conditions.
The paper [26] considered imaging of penetrable periodic interfaces between two dielectrics in two
dimensions. Finally, the thesis [32] considered inverse electromagnetic scattering problems, in a
setting that is somewhat different than the one we choose here (see the discussion in the next
paragraph).

In the present work we aim to study the Factorization method as a tool for reconstructing the
shape of three-dimensional biperiodic structures from data consisting, roughly speaking, of scattered
electromagnetic waves. More specifically, the measured data that we consider are the Rayleigh
coefficients of evanescent and propagating modes of the scattered fields. These scattered fields are
caused by incident electromagnetic plane waves. This setting is different from the one chosen in
the thesis [32] where incident conjugated and periodic electromagnetic point sources are used to
generate scattering data. These conjugated point sources are unphysical since they do not satisfy
the radiation condition, but they are, unfortunately, crucial for the Factorization method with near-
field values as measurements. To this end, a special class of plane wave incident fields for scalar
inverse periodic scattering problems was first introduced in [4] to avoid the conjugated sources. We
extend this plane wave setting in this paper to electromagnetic periodic inverse scattering problems.

Given the tangential components of the Rayleigh coefficients of the scattered fields, the inverse
problem we consider is to determine the three-dimensional penetrable biperiodic scatterer. We
prove that the Factorization method is able to solve this shape identification problem and that the
method provides an efficient tool to image the structure. The numerical behavior of the method
for this periodic electromagnetic inverse problem is shown through three-dimensional numerical
experiments which are, to the best of our knowledge, the first numerical examples for this method
in a biperiodic electromagnetic setting.
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The inverse periodic electromagnetic scattering problem we consider is set in full space. This
is essentially the reason why we require measurements taken above and below the structure. In-
deed, assuming that the biperiodic structure has two distinct top and bottom surfaces, we could
only reconstruct the top and bottom surface of the biperiodic structure if we had only access to
measurements from above and below, respectively. It is worth to mention that the Factorization
method could in a similar way be applied to, e.g., a half-space problem where a penetrable struc-
ture is mounted on a perfectly conducting plate. However, treating penetrable structures on top of
perfectly conducting biperiodic gratings is a more involved problem that is currently not possible
to treat by the Factorization method (for the same reason as for bounded perfectly conducting
obstacles – the above-mentioned lack of, roughly speaking, positivity).

To give a brief impression on how the Factorization method works, we need to introduce the
real and imaginary parts (aka. the selfadjoint and anti-selfadjoint parts) of a linear operator. If
N : X → X∗ is bounded from a reflexive Banach spaces X into the dual space X∗ (that is, (X∗)∗

is identified with X and the adjoint operator N∗ is again bounded from X into X∗), then

Re (N) :=
1

2
(N +N∗), Im (N) :=

1

2i
(N −N∗). (1)

Later on, N is our notation for the measurement operator of our inverse problem defined on the
sequence space ℓ2(Z2)4. Additionally, we will introduce certain explicit test sequences (Ψ̂z,j)j∈Z2

depending on the sampling point z ∈ R
3. The statement of the Factorization method is then,

roughly speaking, that the test sequence (Ψ̂z,j)j∈Z2 belongs to the range of the square root of the
selfadjoint and non-negative operator

N♯ := |ReN | + ImN

if and only if the point z ∈ R
3 belongs to the support of the biperiodic structure (see Theorem 9 for

a detailed formulation with precise assumptions). Since the range of the square root of N♯ can be
computed using Picard’s range criterion, this statement can be easily transformed into a numerical
method for imaging the biperiodic structure (see again Theorem 9).

An obvious question arising from this setting of the inverse problem is whether it is feasible in
practice. Obtaining precise information about the evanescent modes of a scattered field requires
near-field measurements taken close to the surface (one or two wavelengths away from the structure).
Due to the recent advantages in near-field optical scanning microscopy [12], such measurements are
nowadays available, even if, admittedly, the experimental set-up is far more involved than for far-
field measurements. Additionally, some of the incident plane waves we use to excite scattered fields
decay exponentially towards the structure. As it is well-known, such fields can be generated using
total internal reflection techniques [12], again at the expense of a far more involved experimental
set-up compared to propagating incident fields.

Our analysis extends approaches in [4, 23,25] for scalar periodic inverse scattering problems to
Maxwell’s equations in a biperiodic setting. We adapt the special two-dimensional plane incident
fields introduced in [4] for the periodic scalar case to the three-dimensional electromagnetic prob-
lem, which allows us to suitably factorize the near-field operator. Further, a modified version of the
method studied in [25] treats the case that the imaginary part of the middle operator in the factor-
ization is just semidefinite. Finally, the necessary properties of the middle operator are obtained,
with slight modifications, following the approach in [23] for inverse electromagnetic scattering from
bounded inhomogeneous objects.
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The numerical examples we show are computed using synthetic scattering data provided by a
volume integral equation solver that is presented in detail in the thesis [31]. For scalar problems,
the analogous volume integral equation has been investigated in detail in [27,28]. Since the arising
linear system is large and dense, and since the evaluation of the integral operator can be computed in
order-optimal time (up to logarithmic terms) via the fast Fourier transform, iterative solvers should
be used to solve the arising linear system. We used the GMRES algorithm from [20] without restart
together with the FFTW3 software package [17] for the fast Fourier transforms to code a forward
solver generating the synthetic data we used for the numerical experiments.

The paper is organized as follows: In Section 2 we introduce the direct electromagnetic scattering
problem from a biperiodic penetrable structure. Further, we introduce the corresponding inverse
problem and the measurement operator that we call, as it is usually done, the near-field operator.
Section 3 is dedicated to the study of a factorization of the near-field operator N . In Section 4 we
derive analytic properties of the middle operator of the factorization that are crucial to establish the
theoretical backbone of the Factorization method. These properties allow to state a characterization
of the biperiodic structure in terms of the measured data in Section 5. Finally, Section 6 presents
numerical experiments to examine the performance of the method. The appendix contains an
abstract range identity theorem that we present without proof. A complete proof of the latter
result can be found in the thesis [31, Theorem 3.4.1].

2 Problem Setting

We consider scattering of time-harmonic electromagnetic waves from a biperiodic penetrable struc-
ture in R

3. The electric field E and the magnetic field H are governed by the time-harmonic
Maxwell equations at frequency ω > 0,

curlH + iωεE = σE in R
3, (2)

curlE − iωµ0H = 0 in R
3. (3)

Here, the electric permittivity ε and the conductivity σ are real bounded and measurable functions
which are 2π-periodic in x1 and x2, and µ0 is the constant positive magnetic permeability. Further,
we assume that ε equals ε0 > 0 and that σ vanishes outside the biperiodic structure of finite height.
As usual, the problem (2)-(3) has to be completed by a radiation condition that we set up later on
using Fourier series. Let us denote the relative material parameter by

εr :=
ε+ iσ

ε0
in R

3.

Note that εr equals 1 outside the biperiodic structure. Recall that the magnetic permeability µ0

is constant which motivates us to work with the divergence-free magnetic field, that is, divH = 0
due to (3). Hence, introducing the wave number k = ω(ε0µ0)

1/2 and eliminating the electric field
E from (2)-(3), we find that

curl
(

ε−1
r curlH

)

− k2H = 0 in R
3. (4)

Next we define that a function u : R
3 → C

3 is called α-quasiperiodic for α := (α1, α2, 0)
⊤ ∈ R

3 if

u(x1 + 2πn1, x2 + 2πn2, x3) = e2πi α·nu(x1, x2, x3) for all n =





n1

n2

0



 ∈ Z
3
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and for all x = (x1, x2, x3)
⊤ ∈ R

3. Assume that the biperiodic structure is illuminated by α-
quasiperiodic incident electric and magnetic fields Ei and H i, respectively, satisfying

curlH i + iωε0E
i = 0, curlEi − iωµ0H

i = 0 in R
3.

Simple examples for such α-quasiperiodic fields are certain plane waves that we introduce below.
Later on, it will be convenient to reformulate (4) in terms of the scattered field Hs, defined by
Hs := H − H i. Straightforward computations show that curl curlH i − k2H i = 0. Defining the
contrast q by

q := ε−1
r − 1,

we obtain that

curl
(

ε−1
r curlHs

)

− k2Hs = − curl
(

q curlH i
)

in R
3. (5)

Since εr is 2π-periodic in x1 and x2, and since the right-hand side is α-quasiperiodic, we seek
for an α-quasiperiodic solution Hs. Hence, the problem to find the scattered field Hs reduces to
one period (0, 2π)2 × R. We complement this problem by a radiation condition that we set up
using (well-known) Fourier techniques. Since the scattered field Hs is α-quasiperiodic, the function
e−i α·xHs is 2π-periodic in x1 and x2, and can hence be expanded as a vector-valued Fourier series,

e−i α·xHs(x) =
∑

n∈Z2

Ĥn(x3)e
i(n1x1+n2x2), x = (x1, x2, x3)

⊤ ∈ R
3. (6)

The Fourier coefficients Ĥn(x3) ∈ C
3 for n ∈ Z

2 are defined by

Ĥn(x3) =
1

4π2

∫ 2π

0

∫ 2π

0
Hs(x1, x2, x3)e

−i αn·x dx1 dx2 , (7)

where
αn := (α1,n, α2,n, 0)

⊤ := (α1 + n1, α2 + n2, 0)
⊤ ∈ R

3.

We define, for n ∈ Z
2,

βn :=

{

√

k2 − |αn|2, k2 ≥ |αn|
2,

i
√

|αn|2 − k2, k2 < |αn|
2.

For a technical reason we assume in the following that k is not a Wood’s anomaly (or, equivalently,
that the frequency ω is not a Rayleigh frequency), i.e.,

βn 6= 0 for all n ∈ Z
2. (8)

The technical reason behind this assumption is basically that the representation of a certain Green’s
tensor that we introduce in Section 5 (see (31)) is not well-defined at a Wood’s anomaly.

Recall that ε−1
r equals one outside the structure. This means that ε−1

r = 1 and q = 0 for
|x3| > h where h > sup{|x3| : (x1, x2, x3)

⊤ ∈ supp(q)}. Thus, it holds that divHs vanishes for
|x3| > h, and equation (5) becomes (∆+k2)Hs = 0 in {|x3| > h}. Using separation of variables and
choosing the outwards propagating solution, we set up a radiation condition in form of a Rayleigh
expansion condition, prescribing that Hs can be written as

Hs(x) =
∑

n∈Z2

Ĥ±
n e

i(αn·x+βn|x3−h|) for x3 ≷ ±h, (9)
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where (Ĥ±
n )n∈Z2 are the Rayleigh sequences given by

Ĥ±
n := Ĥn(±h) =

1

4π2

∫ 2π

0

∫ 2π

0
Hs(x1, x2,±h)e

−i αn·x dx1 dx2 , n ∈ Z
2.

In the following, a function which satisfies (9) is called radiating. Note that only a finite number of
terms in (9) are propagating plane waves, also called propagating modes, and that the remaining
terms are evanescent modes that are exponentially decaying. This implies that the series in (9)
converges uniformly on compact subsets of {|x3| > h} whenever the scattered field Hs restricted to
Γ±h := (0, 2π)2×{±h} belongs to, e.g., Hs(Γ±h)3 for some s ∈ R. (The latter condition will always
be satisfied since we will seek for divergence-free H(curl)-solutions to the scattering problem.)

Denote by D ⊂ Ω an open set such that D is the support of the contrast q in one period
Ω := (0, 2π)2 × R, that is,

supp(q) = D ⊂ Ω.

We state an assumption that is necessary for the subsequent factorization method.

Assumption 1. We assume that D ⊂ Ω is a Lipschitz domain and that there exists c > 0 such
that Re (q) ≥ c > 0 and Im (q) ≤ 0 almost everywhere in D. We assume further that Ω\D consists
of at most two connected components and that each connected component of Ω \D is unbounded.

Remark 2. One can replace the assumption that Re (q) ≥ c > 0 by the assumption that Re (q) ≤
−c < 0. However, if Re (q) changes sign, then it is currently not known how to prove the fun-
damental characterization result of method (see Theorem 9 below). Nevertheless, the factorization
of the measurement operator that we show in the next section holds independently of the sign of
Re (q). The second part of Assumption 1 states that, roughly speaking, D has no holes.

Considering a more general source term on the right hand side of (5), we obtain the following
direct problem: Given f ∈ L2(D)3, find a radiating solution u : Ω → C

3 in a suitable function
space to

curl
(

ε−1
r curlu

)

− k2u = − curl
(

q/
√

|q| f) in Ω. (10)

Obviously, if u is a solution of (5) then u solves (10) for the right-hand side f =
√

|q| curlH i.
For a variational formulation of the problem (10), we define

H(curl,O) =
{

v ∈ L2(O)3 : curl v ∈ L2(O)3
}

for any Lipschitz domain O,

Hloc(curl,R3) =
{

v : R
3 → C

3 : v|B ∈ H(curl, B) for all balls B ⊂ R
3
}

,

Hα,loc(curl,Ω) =
{

u ∈ Hloc(curl,Ω) : u = U |Ω for some α-quasiperiodic U ∈ Hloc(curl,R3)
}

,

and
Ωh = (0, 2π)2 × (−h, h) for h > sup{|x3| : (x1, x2, x3)

⊤ ∈ D},

with boundaries Γ±h = (0, 2π)2 ×{±h}. The variational formulation to the problem (10) is to find
a radiating solution u ∈ Hα,loc(curl,Ω) such that

∫

Ω
(ε−1

r curlu · curlψ − k2u · ψ) dx = −

∫

Ω
q/
√

|q|f · curlψ dx (11)
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for all ψ ∈ Hα,loc(curl,Ω) with compact support. Existence and uniqueness of this problem can be
obtained for all but possibly a discrete set of exceptional positive wave numbers, see e.g. [7,15,34];
the set of exceptional wave numbers moreover does not possess a finite accumulation point.

In the sequel we assume that the wave number k > 0 is chosen such that (11) is uniquely
solvable for all f ∈ L2(D)3. Then we can define a linear and bounded solution operator G mapping
the source f to the Rayleigh sequences of the first two components of u ∈ Hα,loc(curl,Ω), solution
to (11),

G : L2(D)3 → ℓ2(Z2)4, f 7→ (û+
1,j, û

−
1,j , û

+
2,j , û

−
2,j)j∈Z2 ∈ ℓ2(Z2)4. (12)

The Rayleigh sequences
(

û+
(1,2),j

)

j∈Z2 of the first two components u1,2 of u = (u1, u2, u3)
⊤ above

the biperiodic electromagnetic structure are explicitly given by

û+
(1,2),j =

1

4π2

∫

Γh

u1,2(x) e
−i αj ·x dS =

1

4π2

∫ 2π

0

∫ 2π

0
u1,2(x1, x2, h)e

−i αj ·x d(x1, x2) . (13)

Analogously, the Rayleigh sequences
(

û−(1,2),j

)

j∈Z2 can be computed by replacing h by −h in the
last aligned equation. Note that the boundedness of the solution operator G follows from the
boundedness of f 7→ u from L2(D)3 into H(curl,Ωh), from the fact that div u = 0 which yields
that u ∈ H1(Ωh) due to [33], and finally from the trace theorem in H1(Ωh) which shows that the
Rayleigh coefficients (û±(1,2),j)j∈Z2 ∈ ℓ2 are bounded in terms of ‖u‖H1(Ωh).

Now we introduce the notation

b̃ =





b1
b2
−b3



 for any vector b =





b1
b2
b3



 ∈ C
3.

To obtain the data for the Factorization method we consider the following α-quasiperiodic plane
waves

ϕ
(l)±
j = p

(l)
j ei(αj ·x+βjx3) ± p̃

(l)
j ei(αj ·x−βjx3), l = 1, 2, j ∈ Z

2, (14)

where the polarizations p
(1,2)
j ∈ C

3 \ {0} are defined as

p
(1)
j =

1

(|βj |2 + α2
2,j)

1/2





0
βj

−α2,j



 , p
(2)
j =

1

(|βj |2 + α2
1,j)

1/2





−βj

0
α1,j



 , j ∈ Z
2.

Since αj = (α1,j , α2,j , 0)
⊤ ∈ R

3 is real-valued, this choice implies that

|p
(1)
j | = |p

(2)
j | = 1 and p

(1)
j × p

(2)
j =

βj

(|βj |2 + α2
2,j)

1/2(|βj |2 + α2
1,j)

1/2





α1,j

α2,j

βj



 for j ∈ Z
2. (15)

Due to Assumption 8 (βj 6= 0 for all j ∈ Z
2), the polarizations p

(1)
j and p

(2)
j are hence linearly

independent. Additionally, the vector waves ϕ
(l)±
j are divergence-free functions, because

p
(1)
j ·





α1,j

α2,j

βj



 = p
(2)
j ·





α1,j

α2,j

βj



 = 0 for all j ∈ Z
2. (16)
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Remark 3. For all subsequent statements it would be sufficient to choose linear independent po-
larizations of unit length in C

3 such that(16) holds. Despite our above explicit choice of the

polarizations, we nevertheless work in the rest of the paper with the (implicit) notation p
(1)
j =

(p
(1)
1,j , p

(1)
2,j , p

(1)
3,j )

⊤, to ensure that all possible choices are still included in our analysis. (The same

index notation as for p
(1)
j is used for p

(2)
j .)

Due to the linearity of the partial differential equation (11), any linear combination of incident
fields will lead to a corresponding linear combination of the resulting scattered fields. We obtain
such linear combination using sequences

(aj)j∈Z2 =

(

a
(1)+
j , a

(1)−
j , a

(2)+
j , a

(2)−
j

)⊤

j∈Z2

∈ ℓ2(Z2)4

and define the corresponding superposition operator H : ℓ2(Z2)4 → L2(D)3 by

H(aj) =
√

|q|
∑

j∈Z2

1

βjwj

[

a
(1)+
j curlϕ

(1)+
j +a

(2)+
j curlϕ

(2)+
j +a

(1)−
j curlϕ

(1)−
j +a

(2)−
j curlϕ

(2)−
j

]

, (17)

where the role of the coefficients

wj :=

{

i, k2 > α2
j ,

exp(−iβjh), k2 < α2
j ,

is essentially to reduce technical difficulties in some of the later computations. The boundedness
of H will be shown in the beginning of the next Section 3.

Given a sequence (aj) ∈ ℓ
2(Z2)4 we can build incident electromagnetic waves of the form H(aj)

(see 17) and measure the tangential component of the electromagnetic wave that is scattered from
the periodic inhomogeneous medium. Equivalently, we can record the tangential components of the
Rayleigh sequences (see (13)) of the scattered wave. The linear operator mapping (aj) ∈ ℓ2(Z2)4

to the Rayleigh sequences of the scattered electromagnetic field is the so-called near-field operator

N : ℓ2(Z2)4 → ℓ2(Z2)4, [N(aj)]n :=
(

û+
1,n, û

−
1,n, û

+
2,n, û

−
2,n

)⊤
, n ∈ Z

2,

where u ∈ Hα,loc(curl,Ω) is the radiating solution to (11) for the source f = H(aj). From the
definition of the solution operator G it is now clear that (at least formally, since H has not yet
been proven to be bounded)

N = GH in ℓ2(Z2)4. (18)

The inverse scattering problem that we investigate in the rest of this paper is to reconstruct the
support D of the contrast q = ε−1

r − 1 of the periodic inhomogeneous medium when the near-field
operator N is given as data. Note that this data is equivalent to know all Rayleigh coefficients of

the scattered fields corresponding to all incident fields ϕ
(l)±
j from (14). Since all evanescent terms

in the Rayleigh expansion (9) decay exponentially away from the biperiodic structure, it is clear
that reliable measurements of the Rayleigh coefficients can only be achieved close (in terms of the
wavelength) to the structure. Note, moreover, that rigorous mathematical identification results
for the general class of structures that we consider here require the knowledge of all Rayleigh
coefficients, see, e.g., [21].
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3 Factorization of the Near-Field Operator

We study the inverse problem of reconstructing the support of a penetrable biperiodic structure
from near-field measurements using the Factorization method. One of the important steps of this
method that is to find a suitable factorization of the near-field operator N . This factorization is,
basically, the content of this section. Before we state the factorization of the near-field operator,
we show in the next lemma crucial properties of H : ℓ2(Z2)4 → L2(D)3 and its L2(D)3-adjoint H∗.
To this end, it is convenient to introduce the sequence (w∗

j )j∈Z2 , defined by

w∗
j :=

{

exp(−iβjh), k2 > α2
j ,

i, k2 < α2
j ,

j ∈ Z
2.

Lemma 4. For p
(l)
j = (p

(l)
1,j , p

(l)
2,j, p

(l)
3,j)

⊤, j ∈ Z
2, l = 1, 2, defined in (15), the operator H : ℓ2(Z2)4 →

L2(D)3 is compact and injective, and its adjoint H∗ : L2(D)3 → ℓ2(Z2)4 satisfies

(H∗f)j = 8π2w∗
j















p
(1)
1,j(û

+
1,j + û−1,j) + p

(1)
2,j(û

+
2,j + û−2,j)

p
(2)
1,j(û

+
1,j + û−1,j) + p

(2)
2,j(û

+
2,j + û−2,j)

p
(1)
1,j(û

+
1,j − û−1,j) + p

(1)
2,j(û

+
2,j − û−2,j)

p
(2)
1,j(û

+
1,j − û−1,j) + p

(2)
2,j(û

+
2,j − û−2,j)















, j ∈ Z
2, (19)

where (û+
1,j , û

−
1,j , û

+
2,j , û

−
2,j)

⊤
j∈Z2 are the Rayleigh sequences of the first two components of the radiating

variational solution u ∈ Hα,loc(curl,Ω) to curl2 u− k2u = curl(
√

|q|f) in Ω.

Proof. We first compute the formal adjoint of H and show afterwards that the formal adjoint
defines a bounded operator,

∫

D
H(aj)f dx =

∑

j∈Z2

[

∑

l=1,2

a
(l)+
j

βjwj

∫

D

√

|q|f · curlϕ
(l)+
j dx +

∑

l=1,2

a
(l)−
j

βjwj

∫

D

√

|q|f · curlϕ
(l)−
j dx

]

=

〈

(aj),

(

∫

D

√

|q|f ·

(

curlϕ
(l)+
j

βjwj

)

dx ,

∫

D

√

|q|f ·

(

curlϕ
(l)−
j

βjwj

)

dx

)

l=1,2

〉

ℓ2(Z2)4

.

Note that the equation curl2 u − k2u = curl(
√

|q|f) in Ω with Rayleigh expansion condition is
uniquely solvable for all wave number k > 0. The Fredholm property can be obtained as in [7,15,34],
and using integral representation formulas from Theorem 3.1 in [32] one shows the uniqueness.

Now we define v
(l)±
j = ϕ

(l)±
j /(βjwj) and consider a smooth function φ ∈ C∞(R) such that φ = 1 in

(−h, h), φ = 0 in R \ (−2h, 2h). Then φv
(l)±
j belongs to Hα(curl,Ω) and has compact support in

{|x3| ≤ 2h}. Assume that u ∈ Hα,loc(curl,Ω) is the variational radiating solution to curl2 u−k2u =
− curl(

√

|q|f) in Ω. Then
∫

D

√

|q|f · curl v
(l)±
j dx =

∫

Ωh

(

curlu · curl v
(l)±
j − k2u · v

(l)±
j

)

dx

+

∫

Ω2h\Ωh

(

curlu · curl(φv
(l)±
j ) − k2u · φv

(l)±
j

)

dx .

9



Now using Green’s theorems and exploiting the fact that v
(l)±
j and u are divergence-free solutions

to the Helmholtz equation in R
3 and Ω \ Ωh, respectively, we obtain that

∫

D

√

|q|f · curl v
(l)±
j dx =

∫

Γh

(

e3 × curlu · v
(l)±
j − e3 × curl v

(l)±
j · u

)

dS

+

∫

Γ−h

(

e3 × curl v
(l)±
j · u− e3 × curlu · v

(l)±
j

)

dS (20)

=

(

∫

Γh

−

∫

Γ−h

)

[

∂3v
(l)±
2,j u2 − ∂3u2v

(l)±
2,j + ∂3v

(l)±
1,j u1 − ∂3u1v

(l)±
1,j

]

dS .

Note that

v
(l)+
1,j =

(

p
(l)
1,j

βjwj

)

(eiβjx3 + e−iβjx3)e−iαj ·x and ∂3v
(l)+
1,j = iβj

(

p
(l)
1,j

βjwj

)

(eiβjx3 − e−iβjx3)e−iαj ·x.

Thus, we obtain by straightforward computations that

∫

Γh

(

∂3v
(l)+
1,j u1 − ∂3u1v

(l)+
1,j

)

dS =
∑

n∈Z2

û+
1,n

∫

Γh

eiαn·x

[

∂3v
(l)+
1,j − iβnv

(l)+
1,j

]

dS = 8π2w∗
jp

(l)
1,jû

+
1,j .

Similarly, we also have

∫

Γh

(

∂3v
(l)+
2,j u2 − ∂3u2v

(l)+
2,j

)

dS = 8π2w∗
jp

(l)
2,jû

+
2,j,

∫

Γ−h

(

∂3v
(l)+
2,j u2 − ∂3u2v

(l)+
2,j + ∂3v

(l)+
1,j u1 − ∂3u1v

(l)+
1,j

)

dS = −8π2w∗
j

(

p
(l)
1,jû

−
1,j + p

(l)
2,j û

−
2,j

)

.

Now substituting the last two equations into (20) we derive first that

∫

D

√

|q|f · curl v
(l)+
j dx = 8π2w∗

j

(

p
(l)
1,jû

−
1,j + p

(l)
2,jû

−
2,j + p

(l)
1,j û

+
1,j + p

(l)
2,jû

+
2,j

)

and second that
∫

D

√

|q|f · curl v
(l)−
j dx = 8π2w∗

j

(

−p
(l)
1,jû

−
1,j − p

(l)
2,jû

−
2,j + p

(l)
1,jû

+
1,j + p

(l)
2,jû

+
2,j

)

.

This shows that H∗ is indeed given by (19). Next we show the compactness of H∗. This relies on
the operator W : ℓ2(Z2)4 → ℓ2(Z2)4 defined by

W :













a
(1)+
j

a
(1)−
j

a
(2)+
j

a
(2)−
j













j∈Z2

7→















−8π2w∗
j















p
(1)
1,j(a

(1)+
j + a

(1)−
j ) + p

(1)
2,j(a

(2)+
j + a

(2)−
j )

p
(2)
1,j(a

(1)+
j + a

(1)−
j ) + p

(2)
2,j(a

(2)+
j + a

(2)−
j )

p
(1)
1,j(a

(1)+
j − a

(1)−
j ) + p

(1)
2,j(a

(2)+
j − a

(2)−
j )

p
(2)
1,j(a

(1)+
j − a

(1)−
j ) + p

(2)
2,j(a

(2)+
j − a

(2)−
j )





























j∈Z2

. (21)
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Since (w∗
j )j∈Z2 is a bounded sequence, and since the sequences (p

(l)
j )j∈Z2 are bounded for l = 1, 2

due to (15), the operator W is bounded. Now we define the operator

Q : L2(D)3 → ℓ2(Z2)4 (22)

which maps f to (û+
1,j , û

−
1,j , û

+
2,j , û

−
2,j)

⊤ where u is the radiating variational solution to curl2 u−k2u =

curl(
√

|q|f) in Ω. Then we have
H∗ = −WQ. (23)

The following trace spaces are necessary for our proof: Recalling that e3 = (0, 0, 1)⊤, we define

Y (Γ±h) := {f ∈ H−1/2(Γ±h)3 : There exists u ∈ Hα(curl,Ωh) with ± e3 × u|Γ±h
= f}

with norm
‖f‖Y (Γ±h) = inf

u∈Hα(curl,Ωh),±e3×u|Γ±h
=f

‖u‖Hα(curl,Ωh).

The trace spaces Y (Γ±h) are Banach spaces with this norm, see [30]. In the latter reference it
is also shown that the operation u 7→ (±e3 × u|Γ±h

) × (±e3) is bounded from Hα(curl,Ωh) into
Y (Γ±h)∗, the dual space of Y (Γ±h).

Now we know that the operation which maps f ∈ L2(D)3 to u ∈ Hα,loc(curl,Ω), the radiating
variational solution to curl2 u− k2u = curl(

√

|q|f), is bounded. Note that (±e3 ×u|Γ±h
)× (±e3) =

(u1, u2, 0). We obtain that the operations f 7→ (u1, u2, 0)|Γh
and (u1, u2, 0)|Γh

7→ (û+
1,j , û

+
2,j) are

bounded from L2(D)3 into Y (Γh)∗ and from Y (Γh)∗ into ℓ2(Z2)2, respectively. The analogous
result holds on Γ−h. Together with the boundedness of the sequence (w∗

j )j∈Z2 this implies that
Q is a bounded operator. Additionally, we know that the field u solves the Helmholtz equation
in a neighborhood of Γ±h since it is divergence-free. Elliptic regularity results [29] imply that u
is H2-regular in a neighborhood of Γ±h. Thus, Rellich’s lemma implies that the mapping f 7→
(u1, u2, 0)|Γ±h

is compact from L2(D)3 into Y (Γ±h)∗. In consequence, Q is a compact operator and
H∗ as well as H are compact, too.

To prove the injectivity of H, we show that H∗ has dense range. It is sufficient to prove
that W has dense range and that all sequences (δjl, 0, 0, 0)

⊤
l∈Z2 , (0, δjl, 0, 0)

⊤
l∈Z2 , (0, 0, δjl, 0)

⊤
l∈Z2 and

(0, 0, 0, δjl)
⊤
l∈Z2 belong to the range of Q (by definition, the Kronecker symbol δjl equals one for

j = l and zero otherwise). The operator W has dense range due to Assumption (8), since

det















p
(1)
1,j p

(1)
1,j p

(1)
2,j p

(1)
2,j

p
(2)
1,j p

(2)
1,j p

(2)
2,j p

(2)
2,j

p
(1)
1,j −p

(1)
1,j p

(1)
2,j −p

(1)
2,j

p
(2)
1,j −p

(2)
1,j p

(2)
2,j −p

(2)
2,j















= −4

(

p
(2)
1,jp

(1)
2,j − p

(2)
2,jp

(1)
1,j

)2

=
4βj

2

(|βj |2 + α2
2,j)(|βj |2 + α2

1,j)
6= 0.

Finally, we show that (δjl, 0, 0, 0)
⊤
l∈Z2 belongs to the range ofQ. (All other cases where the Kronecker

symbol appears at a different entry of 0 ∈ C
4 can be treated analogously.) We choose a cut-off

function χ1 ∈ C
∞(R) such that χ1(t) = 0 for t < 0 and χ1(t) = 1 for t > h/2. Then the “upper”

Rayleigh sequence of (x1, x2, x3) 7→ χ1(x3) exp(i(αj · x + βj(x3 − h))) equals (δjl)l∈Z2 while the
“lower” Rayleigh sequence vanishes. For all j ∈ Z

2, we define the auxiliary function

χ3,j(x3) = −iα1,je
−iβjx3

∫ x3

0
eiβjtχ1(t) dt , x3 ∈ R.
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and set
ϕj(x) = (χ1(x3), 0, χ3,j(x3))

⊤ exp(i(αj · x+ βj(x3 − h))), x ∈ Ω,

By construction of ϕj , the Rayleigh sequences of its first two components are (δjl, 0, 0, 0)
⊤
l∈Z2 .

Moreover, it holds that divϕj = 0 in Ω. It remains to show that there exists fj ∈ L2(D)3 such
that curl2 ϕj − k2ϕj = curl(

√

|q|fj) holds in the variational sense in Ω. Setting

gj(x) := curl2 ϕj(x) − k2ϕj(x), x ∈ Ω,

we obtain that div (gj) = 0 in Ω which implies by the divergence theorem that
∫

∂Ωh

gj · ν dS = 0.

Therefore, due to Theorem 3.38 in [30], there exists ψj ∈ H1(Ωh)3 such that

gj = curlψj in Ωh.

The function fj =
√

|q|
−1
ψj belongs to L2(D)3 since we supposed in Assumption 1 that Re (q) ≥

c > 0. Moreover, it holds in the weak sense that

curl2 ϕj − k2ϕj = curl(
√

|q|fj) in Ωh.

Note that the above choice of the cut-off function χ implies that ψj and gj are smooth functions
for x3 > h/2. Together with the Maxwell’s equations curl2 ϕj − k2ϕj = 0 that hold in the strong
sense in Ω \ Ωh/2, this completes the proof.

Now we show a factorization of the near-field operator N . To this end, it is convenient to
introduce the sign of q, defined by

sign(q) :=
q

|q|
in Ω.

Theorem 5. Assume that q satisfies the Assumption 1 and recall the operator W from (21). Define
T : L2(D)3 → L2(D)3 by Tf = sign(q)(f +

√

|q| curl v), where v ∈ Hα,loc(curl,Ω) is the radiating
variational solution to curl(ǫ−1

r curl v) − k2 = − curl(q/
√

|q| f) in Ω, see (11). Then the near-field
operator satisfies

WN = H∗TH. (24)

Proof. We recall the definition of the operator Q in (22), mapping f ∈ L2(D)3 to the Rayleigh se-
quences (û+

1,j , û
−
1,j, û

+
2,j , û

−
2,j)

⊤
j∈Z2 in ℓ2(Z2)4, where u is the radiating variational solution to curl2 u−

k2u = curl(
√

|q|f) in Ω. By definition of the solution operator G in (12) it holds that

Gf =
(

û+
1,j , û

−
1,j, û

+
2,j , û

−
2,j

)⊤

j∈Z2

where u ∈ Hα,loc(curl,Ω) is a radiating weak solution to curl(ε−1
r curlu) − k2u = − curl(q/

√

|q|f).
This means that

curl2 u− k2u = − curl(
√

|q| sign(q)(f +
√

|q| curl v)) in Ω,

thus, Gf = −(QT )f . Due to the fact that N = GH this shows that

WN = WGH = −WQTH.

Additionally we know from (23) that H∗ = −WQ which completes the proof.
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4 Analytic Properties of the Middle Operator

Certain analytic properties of the middle operator T from the factorization (24) of Theorem 5
are crucial to establish a Factorization method that characterizes the support D of a biperiodic
structure from the corresponding near-field operator N . A crucial property is for instance the
coercivity of the selfadjoint part Re (T ) that, essentially, is due to Assumption 1 on the contrast
q. All properties that we check in the following lemma are necessary to apply the range identity
stated in Theorem 10 in the appendix to the factorization (24) of N . This application and the
resulting Factorization method will be discussed in detail in the next Section 5.

Lemma 6. Suppose that the contrast q satisfies the Assumption 1 and that the direct scattering
problem (11) is uniquely solvable for any f ∈ L2(D)3. Let T : L2(D)3 → L2(D)3 be the operator
defined in Theorem 5, i.e.

Tf = sign(q)(f +
√

|q| curl v),

where v ∈ Hα,loc(curl,Ω) is the radiating variational solution to

curl(ε−1
r curlu) − k2u = − curl(q/

√

|q|f) in Ω. (25)

(a) T is injective and 〈ImTf, f〉L2(D)3 ≤ 0 for all f ∈ L2(D)3.

(b) Define T0 : L2(D)3 → L2(D)3 by T0f = sign(q)(f +
√

|q| curl ṽ) where ṽ ∈ Hα,loc(curl,Ω)
solves (25) for k = i in the variational sense. Then T − T0 is compact on L2(D)3.
(c) If Re (q) > 0 in D, then there exists c > 0 such that 〈Re (T0)f, f〉L2(D)3 ≥ c‖f‖2

L2(D)3 for all

f ∈ L2(D)3, where T0 is defined in (b).

Note that the proofs of (b) and (c) can be found in [32, Th. 4.9] or in [23, Th. 5.12]. Here, for
convenience, we repeat the proof of (b) from [23] with slight adaptations.

Proof. (a) We show the injectivity of T by assuming that Tf = sign(q)(f +
√

|q| curl v) = 0 for
some f ∈ L2(D)3. By definition of T this means that v ∈ Hα,loc(curl,Ω) is a radiating variational
solution to the homogeneous problem curl2 v − k2v = 0 in Ω. However, we showed in the proof of
Lemma 4 that the latter problem has only the trivial solution which implies that v = 0 in Ω. Thus,
f = 0 and T is injective.

To show the semidefiniteness of

〈ImTf, f〉 = Im

∫

D
Tf · f dx , f ∈ L2(D)3,

we set w = f +
√

|q| curl v. Then Tf = sign(q)w and

〈Tf, f〉L2(D)3 =

∫

D
sign(q)w · (w −

√

|q| curl v) dx

=

∫

D
(sign(q)|w|2 −

q
√

|q|
w · curl v) dx .

We consider a smooth cut-off function χ ∈ C∞(R) such that χ(t) = 1 for |t| < h and χ(t) = 0
for |t| > 2h. Then x 7→ χ(x3)v(x) belongs to Hα,loc(curl,Ω) with compact support in Ω3h. Since
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v ∈ Hα,loc(curl,Ω) is the radiating solution to (25), it holds that

−

∫

D

q
√

|q|
w · curl v dx =

∫

Ωh

(| curl v|2 − k2|v|2) dx

+

∫

Ω2h\Ωh

(curl v · curl(χv) − k2v · χv) dx .

Now using Green’s theorems and exploiting that v solves the Helmholtz equation in Ω \ Ωh, we
obtain that

−

∫

D

q
√

|q|
w · curl v dx =

∫

Ωh

(| curl v|2 − k2|v|2) dx +

(

∫

Γh

−

∫

Γ−h

)

(e3 × curl v · v) dS

=

∫

Ωh

(| curl v|2 − k2|v|2) dx +

(

∫

Γh

−

∫

Γ−h

)

(−v1∂3v1 − v2∂3v2 + v3∂3v3) dS . (26)

Taking the imaginary part of the latter equation yields

−Im

∫

D

q
√

|q|
w · curl v dx = Im

(

∫

Γh

−

∫

Γ−h

)

(−v1∂3v1 − v2∂3v2 + v3∂3v3) dS .

Recall that v satisfies the radiating Rayleigh condition for |x3| > h. Thus, replacing h in the last
equation by r ≥ h, all the terms corresponding to evanescent modes tend to zero as r tends to
infinity, and a straightforward computation shows that

−Im

∫

D

q
√

|q|
w · curl v dx = lim

r→∞
Im

(∫

Γr

−

∫

Γ−r

)

(−v1∂3v1 − v2∂3v2 + v3∂3v3) dS

= −4π2
∑

j:k2>α2

j

βj(|v̂
+
j |2 + |v̂−j |

2).

Since Im (q) ≤ 0 in D, this implies that

〈ImTf, f〉L2(D)3 =

∫

D

Im (q)
√

|q|
|w|2 dx − Im

∫

D

q
√

|q|
w · curl v dx

=

∫

D

Im (q)
√

|q|
|w|2 dx − 4π2

∑

j:k2>α2

j

βj(|v̂
+
j |2 + |v̂−j |

2) ≤ 0.

(b) From the definitions of T and T0 we note that Tf − T0f = q/
√

|q| curl(v − ṽ) where
v, ṽ ∈ Hα,loc(curl,Ω) are the radiating solutions to

∫

Ω
(ε−1

r curl v · curlψ − k2v · ψ) dx = −

∫

Ω
q/
√

|q|f · curlψ dx and (27)

∫

Ω
(ε−1

r curl ṽ · curlψ + ṽ · ψ) dx = −

∫

Ω
q/
√

|q|f · curlψ dx , (28)

14



respectively, for all ψ ∈ Hα(curl,Ω) with compact support. By substituting ψ = ∇ϕ for some
ϕ ∈ H1

α(Ω) with compact support we obtain that
∫

Ω v · ∇ϕdx = 0. This means that div v = 0 in
Ω; analogously, one obtains that div ṽ = 0 in Ω. The difference w = v − ṽ hence solves

∫

Ω
(ε−1

r curlw · curlψ − k2w · ψ) dx = (k2 + 1)

∫

Ω
ṽ · ψ dx ,

for all ψ ∈ Hα(curl,Ω) with compact support.
To prove the compactness of T − T0, we choose a sequence fj that converges weakly to zero in

L2(D)3 and denote by vj , ṽj ∈ Hα,loc(curl,Ω) the corresponding radiating and bounded solutions
to (27) and (28), respectively. If we set wj := vj − ṽj ∈ Hα,loc(curl,Ω), then it remains to show
that

(T − T0)fj =
q
√

|q|
curl(vj − ṽ) =

q
√

|q|
curl(wj)

tends to zero strongly in L2(D)3.
By the boundedness of the solution operator mapping fj to vj and ṽj, we conclude that wj

converges weakly to zero in Hα(curl,Ωh). Furthermore, vj and ṽj are smooth outside of D and
hence converge strongly to zero in Hs(Γ±h)3 for all s ≥ 0. Using standard Sobolev embedding
results we find that wj = vj − ṽj converges to zero in the maximum norm on Γ±h. Let us next
define the subspace

H1
α,⋄(Ωh) =

{

ϕ ∈ H1
α(Ωh) :

∫

Ωh

ϕdS = 0

}

of H1
α(Ωh) and determine pj ∈ H1

α,⋄(Ωh) as the solution to

∫

Ωh

∇pj · ∇ϕdx =

(

∫

Γh

+

∫

Γ−h

)

(ν · wj)ϕ dS for all ϕ ∈ H1
α,⋄(Ωh). (29)

The solution of (29) exists and is unique since the form (p, ϕ) 7→
∫

Ωh
∇p · ∇ϕdx is bounded and

coercive on H1
α,⋄(Ωh) by the inequality of Poincaré [16]: There exists a constant c > 0 with

∫

Ωh

|∇ϕ|2 dx ≥ c‖ϕ‖2
H1

α(Ωh) for all ϕ ∈ H1
α,⋄(Ωh). (30)

Problem (29) is the variational form of the Neumann boundary value problem ∆pj = 0 in Ωh,
∂pj/∂ν = ν ·wj on ∂Ωh. We observe that (29) holds even for all ϕ ∈ H1

α(Ωh) since
∫

∂Ωh
(ν ·wj) dS

vanishes by the divergence theorem and since divwj = 0. Substituting ϕ = pj into (29) yields, by
exploiting (30) and the trace theorem,

c‖pj‖
2
H1

α(Ωh) ≤

∫

Ωh

|∇pj|
2 dx =

(

∫

Γh

+

∫

Γ−h

)

(ν · wj)pj dS

≤ C
(

‖wj‖C(Γh)3 + ‖wj‖C(Γ−h)3

)

‖pj‖H1
α(Ωh).

Consequently, the convergence ‖wj‖C(Γ±h)3 → 0 as j → ∞ that we found above implies that
‖pj‖H1

α(Ωh) tends to zero, too.
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If we subtract ∇pj from wj , then the resulting function w̃j := wj − ∇pj ∈ Hα(curl,Ωh) even
belongs to the closed subspace

Hα,div 0(curl,Ωh) :=

{

u ∈ Hα(curl,Ωh) :

∫

Ωh

∇ϕ · udx = 0 for all ϕ ∈ H1
α(Ωh)

}

of Hα(curl,Ωh). This subspace is well-known to be compactly embedded in L2(Ωh)3, see [35],
or [30, Theorem 4.7]. Additionally, we have already shown above that wj tends to zero weakly
in Hα(curl,Ωh) as j → ∞. Since ∇pj → 0 strongly in L2(Ωh)3, we conclude by the compact
embedding of Hα,div 0(curl,Ωh) in L2(Ωh)3 that w̃j → 0 strongly in L2(Ωh)3. Hence, wj → 0
strongly in L2(Ωh)3, too.

Now we return to the variational equation for wj and substitute ψ = φwj where φ ∈ C∞(R3)
is some α-quasiperiodic function with compact support such that φ = 1 on Ωh. This yields

∫

Ωh

(ε−1
r | curlwj |

2 − k2|wj |
2) dx =

∫

Ω\Ωh

(ε−1
r curlwj · curl(φwj) − k2φ|wj |

2) dx

+ (k2 + 1)

∫

Ω
φṽj · wj dx .

Note that the function wj is smooth in Ω \ Ωh and that φ has compact support. This allows to
integrate by parts in Ω \ Ωh, and to exploit the equation curl2 wj − k2wj = (k2 + 1)ṽj to get that

∫

Ωh

(ε−1
r | curlwj|

2 − k2|wj |
2) dx =

(

∫

Γh

+

∫

Γ−h

)

(ν × curlwj) · wj dS + (k2 + 1)

∫

Ωh

ṽj · wj dx .

The right-hand side in the last equation tends to zero as j → ∞ since, first, ‖wj‖C(Γ±h)3 → 0 as
j → ∞ and since ‖ curlwj‖L2(Γ±h)3 ≤ C for all j ∈ N. Second, we showed above that ‖wj‖L2(Ωh)3

tends to zero and that ‖ṽj‖L2(Ωh)3 is bounded as j → ∞. Therefore, curlwj tends to zeros in
L2(Ωh)3, which completes the proof.

5 Characterization of the Biperiodic Structure

In this section, we use the near-field operator N , or equivalently, certain Rayleigh coefficients of
scattered electromagnetic waves, to characterize explicitly when a point z belongs to the support
of the contrast q. This characterization exploits special test sequences that we construct from the
Rayleigh sequences of an α-quasiperiodic Green’s tensor. The principle ingredients for proving this
characterization are the factorization of the near-field operator, the properties of the operators
involved in this factorization, and the range identity of Theorem 10. We also deduce a simple and
fast algorithm for imaging the periodic structure, which is known as the Factorization method.

First we introduce some basic facts about α-quasiperiodic Green’s functions. It is well-known
that the function

Gk(x, y) =
i

8π2

∑

j∈Z

1

βj
eiαj ·(x−y)+iβj |x3−y3|, x, y ∈ Ω, x3 6= y3, (31)

is the scalar radiating α-quasiperiodic Green’s function of the Helmholtz operator in three dimen-
sions. This means that, for fixed y ∈ Ω,

∆xGk(x, y) + k2Gk(x, y) = −δy(x)
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holds in the distributional sense in Ω. The difference of Gk and the radiating fundamental solution
of the Helmholtz equation in free-space is smooth, see, e.g. [2],

Gk(x, y) =
eik|x−y|

4π|x− y|
+ Ψk(x− y), x, y ∈ Ω, x3 6= y3, (32)

where Ψk is an analytic solution to the Helmholtz equation in (−2π, 2π)2 × R.
The α-quasiperiodic Green’s tensor Gk(x, y) ∈ C

3×3 defined by

Gk(x, y) = Gk(x, y)I3×3 + k−2∇xdiv x(Gk(x, y)I3×3), x, y ∈ Ω, x3 6= y3,

solves, for fixed y ∈ Ω,
curl2x Gk(x, y) − k2

Gk(x, y) = δy(x)I3×3

in the distributional sense in Ω, where I3×3 denotes the identity matrix in C
3×3. Here, the curl of a

matrix is taken columnwise, and the div of a matrix and the ∇ are meant to be taken columnwise
and componentwise, respectively. Note that Gk satisfies the Rayleigh expansion condition and has
a strong singularity due to the representation of Gk in (32).

Lemma 7. Recall the operators H∗ and W from (19) and (21), respectively, and the support D
of the contrast q from Assumption 1. For any z ∈ Ω and fixed nonzero p = (p1, p2, p3)

⊤ ∈ C
3 we

denote by (Ψ̂z,j)j∈Z2 ∈ ℓ2(Z2)4 the upper and lower Rayleigh coefficients of the first two components
of

Ψz(x) := k2
Gk(x, z)p (33)

=











[

k2Gk(x, z) + ∂2Gk(x,z)
∂x2

1

]

p1 + ∂2Gk(x,z)
∂x1∂x2

p2 + ∂2Gk(x,z)
∂x1∂x3

p3

∂2Gk(x,z)
∂x2∂x1

p1 +
[

k2Gk(x, z) + ∂2Gk(x,z)
∂x2

2

]

p2 + ∂2Gk(x,z)
∂x2∂x3

p3

∂2Gk(x,z)
∂x3∂x1

p1 + ∂2Gk(x,z)
∂x3∂x2

p2 +
[

k2Gk(x, z) + ∂2Gk(x,z)
∂x2

3

]

p3











, x ∈ Ω, x3 6= z3.

Then z belongs to D if and only if W (Ψ̂j,z) ∈ Rg(H∗).

Remark 8. The upper and lower Rayleigh sequences (Ĝ±
k,j(z))j∈Z2 of the α-quasiperiodic Green’s

function Gk(·, z) can be obtained from the representation (31),

Ĝ±
k,j(z) =

i

8π2βj
e−i[α1,jz1+α2,jz2±βj(z3∓h)], j ∈ Z

2.

Thus, the Rayleigh sequences (Ψ̂z,j)j∈Z2 ∈ ℓ2(Z2)4 of the first two components of Ψz can be computed

analogously. Explicitly, the upper and lower Rayleigh coefficients, denoted by (Ψ̂+
z,j)j∈Z2 and by

(Ψ̂−
z,j)j∈Z2 ∈ ℓ2(Z2)2, respectively, are

Ψ̂±
z,j =

(

(k2 − α2
1,j)Ĝ

±
k,j(z)p1 − α1,jα2,jĜ

±
k,j(z)p2 ∓ α1,jβjĜ

±
k,j(z)p3

−α2,jα1,jĜ
±
k,j(z)p1 + (k2 − α2

2,j)Ĝ
±
k,j(z)p2 ∓ α2,jβjĜ

±
k,j(z)p3

)

, j ∈ Z
2.
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Proof. First, let z ∈ D belong to the interior of the support of the contrast q. Recall the operator Q
defined in (22). Due to H∗ = −WQ it is sufficient to show that (Ψ̂z,j)j∈Z2 ∈ Rg(Q). Choose r > 0
such that B(z, r) ∈ D and consider a cut-off function ϕ ∈ C∞(R3) with ϕ(x) = 0 for |x− z| ≤ r/2
and ϕ(x) = 1 for |x− z| ≥ r. We define

w(x) = curl2(ϕ(x)Gk(x, z)p), x ∈ Ω,

and note that w is a smooth, quasiperiodic function in Hα(curl,Ω) due to (32). Note that

w(x) = curl2(ϕ(x)Gk(x, z)p) = k2
Gk(x, z)p for |x− z| ≥ r,

and further that all Rayleigh sequences of w and of Ψz are equal. Using Green’s theorem we obtain
∫

Ω
(curlw · curlψ − k2w · ψ) dx =

∫

Ω
(curlw − k2 curl(ϕ(x)Gk(x, z)p)) · curlψ dx

=

∫

Ω
g · curlψ dx ,

for all ψ ∈ Hα(curl,Ω) with compact support, and g := curlw − k2 curl(ϕ(x)Gk(x, z)p). Since
x 7→ g(x) is smooth and vanishes for |z − x| ≥ r, it holds that supp(g) ⊂ D. Setting f :=
√

|q|
−1
g ∈ L2(D)3, we obtain that

∫

Ω
(curlw · curlψ − k2w · ψ) dx =

∫

D

√

|q|f · curlψ dx

for all ψ ∈ Hα(curl,Ω) with compact support. This implies that (Ψ̂z,j)j∈Z2 ∈ Rg(Q).

Now let z /∈ D, and assume, on the contrary, that Ψ̂z,j ∈ Rg(Q). This means that there
exists u ∈ Hα,loc(curl,Ω) and f ∈ L2(D)3 such that u is the variational radiating solution to
curl2 u − k2u = curl(

√

|q|f) and, additionally, that the tangential components of the upper and
lower Rayleigh sequences of u and of Ψz are equal. Since the first two components of the Rayleigh
sequences are equal, the tangential components of the two functions must be equal. Both functions
are divergence-free in (0, 2π)2 × {|x3| > h}, which implies that u = Ψz in (0, 2π)2 × {|x3| > h}.
Due to the analyticity of u and Ψz in Ω \D and in Ω \ {z}, respectively, we conclude by analytic
continuation that u = Ψz in Ω\ (D∪{z}). This is a contradiction since u ∈ H(curl, B) for any ball
B ⊂ Ω containing z but curl(k2

Gk(·, z)p) /∈ H(curl, B) due to the strongly singularity of Gk(·, z)
at z.

Our main theorem on the Factorization method for biperiodic electromagnetic inverse scat-
tering is now a simple corollary of the previous chapters combined with the range identity from
Theorem 10.

Theorem 9 (Main Theorem – Factorization Method). Suppose that the contrast q and the domain
D satisfy Assumption 1 and that the direct scattering problem (11) is uniquely solvable. Denote
by
(

λn, (φn,j)j∈Z2

)

n∈N
the orthonormal eigensystem of (WN)♯ = |Re (WN)| + Im(WN) and by

(Ψ̂z,j)j∈Z2 the test sequence from Lemma 7. Then a point z ∈ Ω belongs to the domain D if and
only if

∞
∑

n=1

|〈(Ψ̂z,j)j∈Z2, (φn,j)j∈Z2〉ℓ2(Z2)4 |
2

λn
<∞. (34)
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Proof. As we assumed in the theorem,
(

λn, (φn,j)j∈Z2

)

n∈N
is an orthonormal eigensystem of the

selfadjoint operator (WN)♯ : ℓ2(Z2)4 → ℓ2(Z2)4. The assumptions of Theorem 10 on H, H∗

and T in the factorization WN = H∗TH from Lemma 5 have been checked in Lemmas 4 and 6
(strictly speaking, the assumptions on the middle operator have been checked for −T ). Therefore,

an application of Theorem 10 yields that Rg((WN)
1/2
♯ ) = Rg(H∗). Combining this range identity

with the characterization given in Lemma 7, we obtain that (Ψ̂±
z,j)j∈Z2 ∈ Rg((WN)

1/2
♯ ) if and only

if z ∈ D. The criterion (34) follows now directly from Picard’s range criterion; the terms in the
series in (34) are well-defined since λn > 0 due to Theorem 10.

6 Numerical Experiments

As mentioned in the introduction, we present in this section a couple of numerical experiments for
imaging of biperiodic obstacles via the Picard criterion (34). To the best of our knowledge, these
are the first three-dimensional numerical examples for the Factorization method in a biperiodic
electromagnetic setting. Our numerical examples focus on the dependence of the computed images
on the number of incident fields, on the number of evanescent modes needed for a “reasonable”
reconstruction, and on the performance of the method when the synthetically computed data are
perturbed by artificial noise.

The synthetic near-field data required for inversion experiments have been obtained from nu-
merical solutions to the direct scattering problem. We computed these solutions using an extension
of a volume integral equation method for the scalar H-mode case studied in [27] to the Maxwell’s
equations. This extension yields a numerical method that is shown to converge quasi-optimally in
Hα(curl,Ωh), as it is shown in the thesis [31]. For M1,M2 ∈ N, we introduce

Z
2
M1,M2

:= {j = (j1, j2)
⊤ ∈ Z

2 : −M1 ≤ j1, j2 ≤M2}.

For the numerical experiments presented below we solve the direct problem for a number of incident

fields ϕ
(l)±
j where j ∈ Z

2
M1,M2

, and compute the Rayleigh coefficients of the scattered fields, again

for all indices in Z
2
M1,M2

. Denote by NM1,M2
the block matrix of the corresponding discretization

of the near-field operator N ,

NM1,M2
=



















(

(û+
1,n)

(1)+
j

)

j,n

(

(û+
1,n)

(1)−
j

)

j,n

(

(û+
1,n)

(2)+
j

)

j,n

(

(û+
1,n)

(2)−
j

)

j,n
(

(û+
2,n)

(1)+
j

)

j,n

(

(û+
2,n)

(1)−
j

)

j,n

(

(û+
2,n)

(2)+
j

)

j,n

(

(û+
2,n)

(2)−
j

)

j,n
(

(û−1,n)
(1)+
j

)

j,n

(

(û−1,n)
(1)−
j

)

j,n

(

(û−1,n)
(2)+
j

)

j,n

(

(û−1,n)
(2)−
j

)

j,n
(

(û−2,n)
(1)+
j

)

j,n

(

(û−2,n)
(1)−
j

)

j,n

(

(û−2,n)
(2)+
j

)

j,n

(

(û−2,n)
(2)−
j

)

j,n



















, (35)

where the indices j, n in each subblock belong both to Z
2
M1,M2

. Here, û±(1,2),n are the two tangential

components of the Rayleigh coefficients of the scattered defined field defined in (13). Moreover,

for l = 1, 2, the notation ( · )
(l)±
j indicates the dependence of these Rayleigh coefficients on the

corresponding incident field ϕ
(l)±
j .

Each of the 16 sub-matrices of NM1,M2
is a matrix of size (M1 +M2 + 1)2 × (M1 +M2 + 1)2.

Thus, NM1,M2
is a matrix of size 4(M1 + M2 + 1)2 × 4(M1 + M2 + 1)2. The matrix WNM1,M2

,
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which corresponds to the discretization of the operator product WN from, e.g., Theorem 9, can be
computed directly using (19). The hermitean matrix Re (WNM1,M2

), where the selfadjoint part is
again defined as in (1), possesses an eigendecomposition

Re (WNM1,M2
) = V DV −1,

where D is the diagonal matrix containing the eigenvalues of Re (WNM1,M2
) and V is the orthog-

onal matrix of the corresponding eigenvectors. Denote by |D| the absolute value of D which is
taken elementwise. Then

(WNM1,M2
)♯ := V |D|V −1 + Im (WNM1,M2

).

We compute another eigenvalue decomposition of (WNM1,M2
)♯ = ΦΛΦ−1 with a diagonal matrix

Λ that contains the 4(M1 + M2 + 1)2 eigenvalues λn of (WNM1,M2
)♯ and an orthogonal matrix

Φ = (φj,n)
4(M1+M2+1)2

j,n=1 containing the eigenvectors (φj,n)
4(M1+M2+1)2

j=1 . Then

(WNM1,M2
)
1/2
♯ = Φ |Λ|1/2 Φ−1. (36)

The test sequences (Ψ̂z,j)j∈Z2 ∈ ℓ2(Z2)4 have to be discretized according to the discretization of the

near-field operator, and we denote this discretization by (Ψ̂z,j)
4(M1+M2+1)2

j=1 . Then the criterion (34)
is numerically exploited for imaging by plotting the function

z 7→ PM1,M2
(z) :=

[ 4(M1+M2+1)2
∑

n=1

|An(z)|2

λn

]−1

where An(z) =

4(M1+M2+1)2
∑

j=1

Ψ̂z,jφj,n. (37)

If the series in (37) approximates the true value of the exact Picard series in (34), then PM1,M2

should be very small outside of D and considerably larger inside D.
To show the performance of the method with noisy data, we perturb our synthetic data by arti-

ficial noise. More precisely, we add a complex-valued noise matrix X containing random numbers
that are uniformly distributed in the complex square {a + ib, |a| ≤ 1, |b| ≤ 1} ⊂ C to the data

matrix (WNM1,M2
)
1/2
♯ . Denoting by δ the noise level, the noisy data matrix (WNM1,M2

)
1/2
♯,δ is

then given by

(WNM1,M2
)
1/2
♯,δ := (WNM1,M2

)
1/2
♯ + δ

X

‖X‖2

∥

∥

∥(WNM1,M2
)
1/2
♯

∥

∥

∥

2
,

where ‖ · ‖2 is the matrix 2-norm. Note that the latter equation implies that

∥

∥

∥(WNM1,M2
)
1/2
♯,δ − (WNM1,M2

)
1/2
♯

∥

∥

∥

2
∥

∥

∥(WNM1,M2
)
1/2
♯

∥

∥

∥

2

= δ. (38)

Obviously, for such noisy discrete data, the eigenvalue decomposition in (36) has to be replaced
by a singular value decomposition, that we will not detail here. Following the traditional way
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of implementing sampling methods, we apply Tikhonov regularization [13], that is, instead of
implementing (37) we consider

z 7→ PN1,M2,δ(z) :=

[

4(M1+M2+1)2
∑

n=1

λδ
n

(

λδ
n + γ

)2 |A
δ
n(z)|2

]−1

(39)

where λδ
n are the singular values of the perturbed data matrix (WNM1,M2

)
1/2
♯,δ and Aδ

n(z) is the
corresponding perturbation of the function An from (37) (that has now to be defined using the left
singular vectors of the perturbed data matrix). The parameter γ is chosen according to Morozov’s
discrepancy principle by approximately solving the non-linear scalar equation

4(M1+M2+1)2
∑

n=1

γ2 − δ2λδ
n

(λδ
n + γ)2

|Aδ
n(z)|2 = 0 for γ = γ(δ, z)

at each sampling point z.
All the following experiments rely on three different biperiodic structures that are defined in

one period Ω = (−π, π)2 × R in terms of the support D of the contrast q as follows:

(i) A biperiodic structure of ellipsoids with constant contrast,

D = {x = (x1, x2, x3)
⊤ ∈ Ω :

x2
1

2.52
+

x2
2

2.52
+

x2
3

0.42
≤ 1},

q(x) = 0.5 in D. (40)

(ii) A biperiodic structure of cubes with variable contrast that is smooth within D,

D = {x = (x1, x2, x3)
⊤ ∈ Ω : |x1| ≤ 2.5, |x2| ≤ 2.5, |x3| ≤ 0.45},

q(x) = (x3 + 1)(sin(x1)
2 sin(x2)

2 + 0.3)/4 − 0.4i in D. (41)

(iii) A plate with biperiodically aligned rectangular holes with piecewise constant contrast,

D =
{

x = (x1, x2, x3)
⊤ ∈ Ω : |x3| ≤ 0.45 and

(

|x1| ≤ 1.75 or |x2| ≤ 1.75
)

}

,

q(x) =

{

0.5 − 0.6i in D1 = {(x1, x2)
⊤ ∈ D : −1 < x1 < 1},

0.3 in D \D1.
(42)

The wave number k is the same for all experiments and equals 2π/3. Further, we note that all
reconstructions have been smoothed using the command smooth3 in Matlab. Even if we merely
reconstruct one period of the structure, we plot 3 × 3 periods of the obtained images to better
illustrate the periodicity. The isovalue for plotting the images is chosen by hand such that the size
of the reconstruction roughly remains the same for all examples. At this point, a-priori knowledge
about the size of the volume of the structure is, at least implicitly, used.

Figure 1 shows that the imaging method crucially depends on a sufficient number of accurate
near-field measurements. Definitely, if one only measures the propagating modes of the scattered
field, then the resulting images of the biperiodically aligned ellipsoids are not useful.
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(a) Exact geometry (top view) (b) M1,2 = 2 (top view)

(c) M1,2 = 4 (top view) (d) M1,2 = 8 (top view)

(e) Exact geometry (3D view) (f) M1,2 = 8 (3D view)

Figure 1: Reconstructions of ellipsoids for different numbers of incident fields. The number of
Rayleigh coefficients used for the images is 4(M1 +M2 + 1)2, cf. the image captions. No artificial
noise has been added to the data. (a) Exact geometry (see (40)) (b) 48 propagating modes, 52
evanescent modes, isovalue 7 (c) 52 propagating modes, 312 evanescent modes, isovalue 0.1 (d) 52
propagating modes, 1104 evanescent modes, isovalue 0.01.

Figure 2 shows that the same imaging experiment for biperiodically aligned cubes defined
in (41). Despite the contrast is now varying within D, the conclusion from the first experiment
remains essentially the same. Since the corresponding experiment for the third structure, the
biperiodically aligned crosses from (42) shows essentially the same behavior, we do not show the
resulting images.

Figures 3 and 4 show the dependence of the images for the periodically aligned ellipsoids and
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(a) Exact geometry (top view) (b) M1,2 = 2 (top view)

(c) M1,2 = 4 (top view) (d) M1,2 = 8 (top view)

(e) Exact geometry (3D view) (f) M1,2 = 8 (3D view)

Figure 2: Reconstructions of cubes for different numbers of incident fields. The number of Rayleigh
coefficients used for the images is 4(M1 +M2 + 1)2, cf. the image captions. No artificial noise has
been added to the data. (a) Exact geometry (see (41)) (b) 48 propagating modes, 52 evanescent
modes, isovalue 40 (c) 52 propagating modes, 312 evanescent modes, isovalue 1.8 (d) 52 propagating
modes, 1104 evanescent modes, isovalue 0.008.

cubes from the last two figures on the artificial noise level. The noise is added as described above
and the noise level is measured in the matrix 2-norm, see (38). We consider noise levels of 2 and
5 percent, that is, δ = 0.02 and δ = 0.05. Figure 5 shows the same numerical experiment for the
periodically aligned crosses that we defined in (42). All three experiments show that the images
computed from data with both 2 and with 5 percent noise level still provide reasonable information
on the biperiodic structure. Admittedly, this stability is partly due to the three dimensional setting,
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(a) Exact geometry (top view) (b) 2% artificial noise (top view) (c) 5% artificial noise (top view)

(d) 2% artificial noise (3D view) (e) 5% artificial noise (3D view)

Figure 3: Reconstructions of biperiodically aligned ellipsoids with artificial noise on the data. All
reconstructions use 52 propagating modes and 1104 evanescent modes (M1,2 = 8). (a) Exact
geometry (see (40) and Figure 1(a),(e)) (b) 2% artificial noise, isovalue 0.0012 (c) 5% artificial
noise, isovalue 0.0023 (d) 2% artificial noise, isovalue 0.0012 (e) 5% artificial noise, isovalue 0.0023.

and due the relatively high dimension of the measurement operator.

A The Range Identity Theorem

This appendix presents an abstract result on range identities which is necessary to characterize
the support D of the contrast q. Earlier versions of this result can be found in [23, 25]. Since the
version presented here is only a slight extension of the earlier versions, we do not give a proof here,
but refer to [31] for a complete proof.

To state the result, we introduce real and imaginary part of a bounded linear operator. Let
X ⊂ U ⊂ X∗ be a Gelfand triple, that is, U is a Hilbert space, X is a reflexive Banach space
with dual X∗ for the inner product of U , and the embeddings are injective and dense. Then the
real and imaginary part of a bounded operator T : X∗ → X are defined in accordance with the
corresponding definition for complex numbers,

Re (T ) :=
1

2
(T + T ∗), Im (T ) :=

1

2i
(T − T ∗).
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(a) Exact geometry (top view) (b) 2% artificial noise (top view) (c) 5% artificial noise (top view)

(d) 2% artificial noise (3D view) (e) 5% artificial noise (3D view)

Figure 4: Reconstructions of biperiodically aligned cubes with artificial noise on the data. All
reconstructions use 52 propagating modes and 1104 evanescent modes (M1,2 = 8). (a) Exact
geometry (see (41) and Figure 2(a),(e)) (b) 2% artificial noise, isovalue 0.012 (c) 5% artificial noise,
isovalue 0.02 (d) 2% artificial noise, isovalue 0.012 (e) 5% artificial noise, isovalue 0.02.

Theorem 10. Let X ⊂ U ⊂ X∗ be a Gelfand triple with Hilbert space U and reflexive Banach space
X. Furthermore, let V be a second Hilbert space and F : V → V , H : V → X and T : X → X∗ be
linear and bounded operators with

F = H∗TH

We make the following assumptions:

a) H is compact and injective.

b) There exists t ∈ [0, 2π] such that Re (eitT ) has the form Re (eitT ) = T0+T1 with some positive
definite selfadjoint operator T0 and some compact operator T1 : X → X∗.

c) ImT is non positive on X, i.e., 〈ImTφ, φ〉 ≤ 0 for all φ ∈ X.

Moreover, we assume that one of the two following conditions is fulfilled:

d) T is injective and t from b) does not equal π/2 or 3π/2.

e) ImT is negative on the (finite dimensional) null space of Re (eitT ), i.e., for all φ 6= 0 such
that Re (eitT )φ = 0 it holds 〈Im Tφ, φ〉 < 0.
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(a) Exact geometry (top view) (b) 2% artificial noise (top view) (c) 5% artificial noise (top view)

(d) Exact geometry (3D view) (e) 2% artificial noise (3D view) (f) 5% artificial noise (3D view)

Figure 5: Reconstructions of biperiodically aligned crosses with artificial noise on the data. All
reconstructions use 52 propagating modes and 1104 evanescent modes (M1,2 = 8). (a) Exact
geometry (see (42)) (b) 2% artificial noise, isovalue 0.02 (c) 5% artificial noise, isovalue 0.004 (d)
Exact geometry (e) 2% artificial noise, isovalue 0.02 (f) 5% artificial noise, isovalue 0.004.

Then the operator F♯ := |Re (eitF )| − ImF is positive definite and the ranges of H∗ : X∗ → V and

F
1

2

♯ : V → V coincide.
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