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We consider time domain acoustic scattering from a penetrable medium with a variable sound speed. This problem can be reduced to solving a time domain volume Lippmann-Schwinger integral equation. Using convolution quadrature in time and trigonometric collocation in space we can compute an approximate solution. We prove that the time domain Lippmann-Schwinger equation has a unique solution and prove conditional convergence and error estimates for the fully discrete solution for smooth sound speeds. Preliminary numerical results show that the method behaves well even for discontinuous sound speeds. © ??? John Wiley & Sons, Inc.

1. INTRODUCTION

The problem we shall study is to compute the acoustic field scattered by a bounded and Lipschitz smooth scatterer using time domain integral equations. For simplicity we will present the theory in $\mathbb{R}^3$ although the theory can also be verified in $\mathbb{R}^2$, and our numerical results are computed in $\mathbb{R}^2$. We denote position by $x \in \mathbb{R}^3$ and time by $t$. The background medium outside the scatterer is taken to have a constant wave speed $c(x) = c_0 > 0$. The scatterer is assumed to be penetrable, and within the scatterer the wave speed $0 < c(x) < c_0$ can vary with position. We define $D$ to be the interior of the support of $c - c_0$, assumed to be Lipschitz smooth.

Denoting the total pressure field by $u = u(x, t)$ we want to solve the wave equation

$$\frac{1}{c(x)^2} u_{tt} = \Delta u \text{ in } \mathbb{R}^3 \times \mathbb{R}^+_t,$$

where $\mathbb{R}^+_t = \{ t \in \mathbb{R} \mid t > 0 \}$. The field $u$ is assumed to consist of an incident field $u^i$ and a scattered field $u^s$ ($u = u^s + u^i$). We assume that the incident field $u^i$ is a smooth
solution of the wave equation in the background medium:
\[
\frac{1}{c_0^2} u_{tt}^i = \Delta u^i \quad \text{in} \quad \mathbb{R}^3 \times \mathbb{R}.
\]

In addition we assume that \( u^i \) is causal so that \( u^i = 0 \) on \( D \) for \( t \leq 0 \). Then the scattered field \( u^s \) vanishes before \( t = 0 \) and we impose the initial conditions
\[
\begin{align*}
    u^s = u_t^s &= 0 \quad \text{in} \quad \mathbb{R}^3 \quad \text{at} \quad t = 0. \quad (1.1)
\end{align*}
\]
These assumptions rule out incident fields due to point sources, but, at the expense of some slightly more complicated notation, it is easy to extend the theory to allow point sources located outside \( D \).

It is convenient to define the contrast
\[
q_c(x) = \frac{c_0^2}{c^2(x)} - 1.
\]

We shall assume that \( q_c \in L^\infty(D) \) and there exists a constant \( q_{c, +} \) such that
\[
0 \leq q_c(x) \leq q_{c, +} < \infty \quad \text{a.e. in} \quad D.
\]

In addition we assume \( q_c \) is a weight function on \( L^2(D) \) so that if \( v \in L^2(D) \) and \( \|q_c^{1/2}v\|_{L^2(D)} = 0 \) then \( v = 0 \). Later we will make further regularity assumptions on \( q_c \).

Then using the fact that \( u^i \) satisfies the wave equation we see that \( u^s \) satisfies
\[
\frac{1}{c_0^2} u_{tt}^s - \Delta u^s = -\frac{1}{c_0^2} q_c u_{tt}^i \quad \text{in} \quad \mathbb{R}^d \times \mathbb{R}_+ \quad (1.2)
\]

together with the initial conditions from (1.1). Note that the source term on the right-hand side vanishes outside \( D \) since \( q_c = 0 \) there.

We now give a formal description of how to recast the wave equation as a space-time Lippmann-Schwinger integral equation. Later we will prove that this problem has a unique solution in a suitable function space. Denote by \( k(x, t) \) the fundamental solution of the wave equation in the background medium given by
\[
k(x, t) = \frac{\delta(t - \|x\|/c_0)}{4\pi \|x\|} \quad \text{in} \quad \mathbb{R}^3 \times \mathbb{R}.
\]

For a function \( f \in C_0^\infty(D \times \mathbb{R}) \) we define the retarded volume potential \( V \) by
\[
(V(f))(x, t) = \int_D \int \delta(t - \|x - y\|/c_0) f(\tau, y) \, dV \, d\tau \quad \text{for} \quad x \in \mathbb{R}^3, \quad t \in \mathbb{R}. \quad (1.3)
\]

It is well known that if \( w = V(f) \) then \( w \) is a solution of the wave equation
\[
\frac{1}{c_0^2} w_{tt} - \Delta w = f \quad \text{in} \quad \mathbb{R}^3 \times \mathbb{R}.
\]

By rewriting equation (1.2) we see that the scattered field \( u^s \) satisfies
\[
\frac{1}{c_0^2} u_{tt}^s - \Delta u^s = -\frac{1}{c_0^2} q_c (u_{tt}^s + u_{tt}^i)
\]
so that
\[
u^s + \frac{1}{c_0^2} V(q_c (u_{tt}^s + u_{tt}^i)) = 0,
\]
which gives rise to the Lippmann-Schwinger equation in the time domain: Find \( u^s \) in a suitable function space to be described shortly such that

\[
-u^s + \frac{1}{c_0^2} V(qc \cdot u^s_t) = - \frac{1}{c_0^2} V(qc \cdot u^i_t) \quad \text{in} \quad \mathbb{R}^3 \times \mathbb{R}.
\] (1.4)

Note that we shall show that because \( u^i = 0 \) in \( D \) for \( t \leq 0 \), then \( u^s = 0 \) in \( D \) for \( t \leq 0 \) so a solution of (1.4) satisfies (1.1) automatically.

We shall analyze this integral equation via the Fourier-Laplace transform \([2, 15]\). Let the transform parameter \( s = \sigma + i \omega \in \mathbb{C} \), where \( \sigma \in \mathbb{R} \), \( \sigma > 0 \) for some constant \( \sigma_0 \) and \( \omega \in \mathbb{R} \). Defining formally

\[
\hat{u} := \hat{u}(x, s) = \int_0^\infty u(x, t) \exp(-st) \, dt
\]

(and similarly \( \hat{u}^i \), etc.), we see that for any suitably smooth causal function \( f \) on \( D \times \mathbb{R}^+ \), the convolution structure of the time integral in (1.3) implies that

\[
\hat{V}(f)(x) = (\hat{V}(\hat{f}))(x) := \int_D \Phi(x, y) \hat{f}(y) \, dV,
\] (1.5)

where \( \Phi \) is the fundamental solution of the Helmholtz equation

\[
\Phi(x, y) = \frac{\exp(-s\|x - y\|/c_0)}{4\pi\|x - y\|}, \quad x \neq y \in \mathbb{R}^3.
\]

If \( \hat{f} \in L^2(D) \) is extended by zero to \( \mathbb{R}^3 \) it is well known \([9]\) that \( \hat{w} = \hat{V}(\hat{f}) \) satisfies

\[
-\Delta \hat{w} + \frac{s^2}{c_0^2} \hat{w} = \hat{f} \quad \text{in} \quad \mathbb{R}^3
\] (1.6)

and belongs to \( H^1(\mathbb{R}^3) \) since it decays exponentially for large \( \|x\| \). Taking the Fourier-Laplace transform of (1.4) we obtain the Fourier-Laplace domain Lippmann-Schwinger equation: find \( \hat{u}^s \) such that

\[
\hat{u}^s + \frac{s^2}{c_0^2} \hat{V}(qc \cdot \hat{u}^s) = -\frac{s^2}{c_0^2} \hat{V}(qc \cdot \hat{u}^i) \quad \text{in} \quad \mathbb{R}^3.
\] (1.7)

Convolution quadrature (CQ) provides a way to discretize (1.4) in time and criteria for choosing appropriate underlying time stepping schemes \([15]\). The goal of this paper is to prove convergence of a fully discrete collocation scheme involving trigonometric polynomials to discretize in space and convolution quadrature to discretize in time. Applying Lubich’s theory \([15]\), this involves analyzing the Laplace transformed problem (1.7) and proving that the solution operator is bounded uniformly by some power of the transform parameter \( s \) for \( s \) in an appropriate part of the complex plane. Because we are using a collocation scheme in space for efficiency, we obtain only conditional convergence but efficient implementations would be more involved.

The application of convolution quadrature to time dependent boundary integral equations was first suggested and analyzed by Lubich \([15]\) and applied in fluid dynamics by Schanz and coworkers (see \([17]\) and references therein). Since 2008 and the publication of \([13, 11]\) there has been a major increase in efforts to implement and understand convolution quadrature applied to a variety of problems, see for example \([6, 19, 3]\). In
addition the use of implicit Runge-Kutta integration techniques is now well understood [4] (for simplicity, we shall not use Runge-Kutta methods in this paper). There has been significant progress on extending the analysis of the method to more general boundary conditions [14] and some progress in analyzing electromagnetic problems [8, 1]. Of special importance to us is the work of Banjai and Sauter who show how to compute convolution quadrature solutions via the solution of several Laplace domain problems and an inverse transform [7]. All these efforts involve the use of time domain boundary integral equations.

As described above, in order to treat a spatially varying sound speed we will apply convolution quadrature to a volume integral equation. To our knowledge this is the first such application. Discretization of the volume integral equation involves either inverting a volume integral operator at each time step, or alternatively solving a Laplace domain integral equation at several frequencies. Using the first “marching on in time” approach, a straightforward Galerkin scheme based on piecewise polynomials gives unconditional and optimal convergence. But applying the volume integral operator many times might be time consuming, and storing the past history of the solution might become prohibitive. In this paper we use the multi-frequency approach, and so the Fourier-Laplace domain operator must be inverted at many frequencies. However because this integral operator is of the second kind, efficient solution strategies are possible. We use trigonometric polynomials to discretize in space (after first periodizing the problem), and then collocate the resulting equations using the techniques from [18, 12]. The use of trigonometric polynomials diagonalizes the integral operator, and the integral equation system can be solved efficiently by a two-grid scheme [12].

At first sight the use of volume integral equations may appear unattractive compared to a coupled finite-element and boundary integral equation (FE-BIE) approach such as used in [5]. In the FE-BIE method a CQ boundary integral formulation is coupled to an explicit finite element solver in the volume, thus avoiding the storage of past solutions in the volume. This approach may be preferable if there are discontinuities in the contrast. However, if the contrast is globally smooth, the volume integral equation approach may be useful. Another case in which volume integral equations might be attractive is for thin structures.

The paper proceeds as follows. In the next section we give a brief formal derivation that shows how the convolution quadrature method arises, and explain the relevance of the Fourier-Laplace transform in the analysis of the method. Then in Section III, we summarize some notation and spaces related to the time domain problem, and prove two basic results concerning the mapping properties of the volume potential operator. In Section IV, we analyze the Fourier-Laplace domain integral equation problem and prove relevant estimates that allow us to use Lubich’s theory to estimate the time discretization error [15]. We then show, in Section V., how to periodize the integral equation to enable the use of a trigonometric collocation method to solve the Fourier-Laplace domain problem and provide error estimates for the convolution quadrature and trigonometric collocation scheme. Finally in Section VI, we provide some preliminary 2D numerical results, and draw some conclusions in Section VII.
II. THE SEMI DISCRETE PROBLEM

We shall use the convolution quadrature approach [15] to approximate the volume integral equation (1.4) in time. A simple way to see how this arises is to start by discretizing the partial differential equation in time. This is easier to understand if we temporarily write the equation as a mixed system, defining \( w = (u^s/c^2 + q/c^2 u^i) \). Then we obtain the system

\[
\frac{1}{c^2} u^s_t + \frac{1}{c^2} q c u^i_t = w \text{ in } \mathbb{R}^3 \times \mathbb{R}^+, \tag{2.1}
\]

\[
w_t = \Delta u^s \text{ in } \mathbb{R}^3 \times \mathbb{R}^+. \tag{2.2}
\]

Now suppose we apply a multistep method to this problem. To define the multistep method, suppose

\[
y' = g(t, y), \quad t > 0 \text{ and } y(0) = 0.
\]

We write \( y_n \approx y(t_n) \) where \( t_n = n\Delta t, \quad n = 0, 1, \ldots, \) and \( \Delta t > 0 \) is the time step. Then we require \( \{y_n\} \) to satisfy

\[
\sum_{j=0}^{k} \alpha_j y_{n-j} = \Delta t \sum_{j=0}^{k} \beta_j g(t_{n-j}, y_{n-j}), \quad n = 0, 1, \ldots, \tag{2.3}
\]

where \( \{\alpha_j, \beta_j\} \) are constants describing the multistep method and we assume \( \alpha_0/\beta_0 > 0 \). We take \( y_n = 0 \) if \( n \leq 0 \) because of the assumed zero initial condition at \( t = 0 \).

Using this method on the first order system (2.1)-(2.2), we compute \( (w_n(x), u^s_n(x)), n = 0, 1, \ldots, \) that satisfy

\[
\sum_{j=0}^{k} \alpha_j u^s_{n-j} = \Delta t \sum_{j=0}^{k} \beta_j w_{n-j}, \quad n = 0, 1, \ldots,
\]

\[
\sum_{j=0}^{k} \alpha_j w_{n-j} = \Delta t \sum_{j=0}^{k} \beta_j \Delta u^s_{n-j}, \quad n = 0, 1, \ldots,
\]

where \( u^i_n = u^i(x, t_n) \). Formally let \( W := W(x, \xi) = \sum_{j=0}^{\infty} w_j(x)\xi^j, \quad U^s := U^s(x, \xi) = \sum_{j=0}^{\infty} u^s_j\xi^j, \) and \( U^i := U^i(x, \xi) = \sum_{j=0}^{\infty} u^i_j\xi^j, \) for \( \xi \in \mathbb{C} \). Then multiplying the above system by \( \xi^n \) and summing over \( n \), and using the fact that the discrete fields are casual (i.e. \( w_j(x) = 0 \) for \( j < 0 \) and similarly for the other fields), we obtain

\[
\left( \sum_{j=0}^{k} \alpha_j \xi^j \right) \left( \frac{1}{c^2} U^s + \frac{q}{c^2} U^i \right) = \Delta t \left( \sum_{j=0}^{k} \beta_j \xi^j \right) W,
\]

\[
\frac{1}{c^2} \left( \sum_{j=0}^{k} \alpha_j \xi^j \right) W = \Delta t \left( \sum_{j=0}^{k} \beta_j \xi^j \right) \Delta U^s.
\]

Defining

\[
\delta(\xi) = \frac{\sum_{j=0}^{k} \alpha_j \xi^j}{\sum_{j=0}^{k} \beta_j \xi^j}
\]
and eliminating $\mathcal{W}$ we obtain the following Fourier-Laplace domain Helmholtz equation for $U^s$:

$$-\Delta U^s + \frac{1}{c^2} \left( \frac{\delta(\xi)}{\Delta t} \right)^2 U^s = -\left( \frac{\delta(\xi)}{\Delta t} \right)^2 \frac{q_0}{c^2} U^t \text{ in } \mathbb{R}^3. \quad (2.4)$$

Proceeding formally we can solve this problem using a volume integral equation. To this end, we rewrite (2.4) as

$$-\Delta U^s + \frac{1}{c^2} \left( \frac{\delta(\xi)}{\Delta t} \right)^2 U^s = -\frac{1}{c^2} q_c \left( \frac{\delta(\xi)}{\Delta t} \right)^2 (U^s + U^t) \text{ in } \mathbb{R}^3. \quad (2.5)$$

Now recalling (1.5) and (1.6) and choosing $s = \delta(\xi)/\Delta t \in \mathbb{C}$ we see that $U^s \in L^2(D)$ satisfies

$$U^s + \frac{s^2}{c^2} \hat{V}(q,U^t) = -\frac{s^2}{c^2} \hat{V}(q,U^t) \text{ in } L^2(D). \quad (2.6)$$

Comparing this equation with (1.7) suggests that time discretization of the integral equation can be understood by analyzing (1.7) for suitable choices of $s$. From now on $s$ will be a general transform parameter with $s \in \mathbb{C}$, $\text{Re}(s) = \sigma > \sigma_0 > 0$ for some constant $\sigma_0$. The Lippmann-Schwinger equation (2.6) with complex coefficient $s$ can be solved for $U^s$ for any $\xi \in \mathbb{C}$ small enough provided $\text{Re} \,(s) > 0$ (this will occur with the correct choice of the multi-step integrator). The calculation of a time semi-discrete solution $u_n^{s,\Delta t}$, $n = 0, 1, \ldots$, $\text{from } U^s$ can be organized in one of two ways. Classically we can determine a volume integral equation for $u_n^{s,\Delta t}$ in terms of previous values $u_j^{s,\Delta t}$, $j \leq n$ and hence arrive at a “marching on in time” scheme for the integral equation determining $u_n^{s,\Delta t}$ successively [15]. Alternatively we can solve for $U^s$ at suitable choices of the parameter $\xi$ and determine an approximation to $u_n^{s,\Delta t}$ by inverting the $\xi$ transform as is done in [7]. The first method is necessary if the field is required at all points in the domain but requires saving the solution at all time steps, whereas the second method requires the solution of many easy parallelized integral equations and works well if the field is only required at a small number of points in space.

### III. NOTATION AND PRELIMINARIES

To put the time and frequency domain integral equations considered earlier on a firm footing, appropriate function spaces for the time domain solution of the wave equation are crucial to the analysis of the method. We now summarize briefly some suitable Sobolev spaces (for more details see [2, 15, 10]). For $X$ a Hilbert space we denote by $\mathcal{D}(\mathbb{R}; X) = C_0^\infty(\mathbb{R}; X)$ the set of smooth and compactly supported $X$-valued functions. Then $\mathcal{D}'(\mathbb{R}_+; X)$ are the $X$-valued distributions on the real line that vanish for times $t < 0$, and the corresponding tempered distributions are $\mathcal{S}'(\mathbb{R}_+; X)$. We can define

$$\mathcal{L}'(\mathbb{R}_+; X) = \{ f \in \mathcal{D}'(\mathbb{R}_+; X) \mid \exp(-\sigma_0 t)f \in \mathcal{S}'(\mathbb{R}_+; X) \text{ for some } \sigma_0(f) < \infty \}.$$ 

Functions $f \in \mathcal{L}'(\mathbb{R}_+, X)$ have a well defined Fourier-Laplace transform $\hat{f}$ given, as before, by

$$\hat{f} = \hat{f}(s) := \int_0^\infty \exp(-st)f(t) \, dt \text{ for } \text{Re} \,(s) > \sigma_0(f).$$
If \( \text{Re} (s) = 0 \) then the Fourier-Laplace transform reduces to the Fourier transform on causal functions. We introduce the Hilbert spaces

\[
H^p_s(\mathbb{R}_+; X) := \left\{ f \in L'(\mathbb{R}_+; X) \mid \int_{\sigma+i\mathbb{R}} |s|^{2p} \| \hat{f}(s) \|_{X}^2 \, ds < \infty \right\} \quad \text{for} \quad p \in \mathbb{N}_0.
\]

Note that by using Parseval’s theorem, the norm on this space is equivalent to the time domain norm

\[
\| f \|_{H^p_s(\mathbb{R}_+; X)}^2 = \int_0^\infty \exp(-2\sigma t) \| \partial^p f / \partial t^p (t) \|_{X}^2 \, dt,
\]

where we have used the fact that \( f (t) \) vanishes for \( t < 0 \).

It will be convenient to define \( L^2_q (D) \) via the weighted norm

\[
\| u \|_{L^2_q (D)}^2 = \int_D q_c |u|^2 \, dv,
\]

so that \( L^2_q (D) \) is the closure of \( L^2 (D) \) in the \( \| \cdot \|_{L^2_q (D)} \) norm.

We now prove estimates for \( \hat{\nabla} (q_c \hat{v}) \) (which also hold of course when \( q_c = 1 \)).

**Lemma 3.1.** The operator \( \hat{\nabla} \) can be extended to an operator from \( L^2 (D) \) into \( H^2 (\mathbb{R}^3) \) and satisfies the following bounds for all \( \hat{v} \in L^2 (D) \),

\[
\| \hat{\nabla} (q_c \hat{v}) \|_{L^2 (D)} \leq \frac{q_c^{1/2}}{\sigma} \| \hat{v} \|_{L^2_q (D)}, \quad (3.1)
\]

\[
\| \hat{\nabla} (q_c \hat{v}) \|_{H^1 (\mathbb{R}^3)} \leq \frac{q_c^{1/2}}{\sigma} \| \hat{v} \|_{L^2_q (D)}, \quad (3.2)
\]

\[
|\hat{\nabla} (q_c \hat{v})|_{H^2 (\mathbb{R}^3)} \leq C \frac{1}{\sigma} \| \hat{v} \|_{L^2_q (D)}, \quad (3.3)
\]

where \( \| w \|_{H^1 (\mathbb{R}^3)} = \| \nabla w \|_{L^2 (\mathbb{R}^3)} + |s|^2 \| w \|_{L^2 (\mathbb{R}^3)} \), \( | \cdot |_{H^2 (\mathbb{R}^3)} \) is the \( H^2 (\mathbb{R}^3) \) semi-norm, and \( \text{Re} (s) = \sigma > 0 \).

**Proof.** The proof uses the techniques from [2]. Let \( \hat{w} = \hat{\nabla} (q_c \hat{v}) \) then \( w \in H^1 (\mathbb{R}^d) \) satisfies

\[
-\Delta \hat{w} + s^2 \hat{w} = q_c \hat{v} \in \mathbb{R}^3.
\]

Multiplying this equation by \( \overline{\hat{w}} \) and integrating we obtain

\[
\bar{s} \| \nabla \hat{w} \|_{L^2 (\mathbb{R}^3)}^2 + |s|^2 \| \hat{w} \|_{L^2 (\mathbb{R}^3)}^2 = \bar{s} \int_D q_c \hat{v} \overline{\hat{w}} \, dV.
\]

Taking real parts, we deduce that

\[
\sigma \left( \| \nabla \hat{w} \|_{L^2 (\mathbb{R}^3)} + |s|^2 \| \hat{w} \|_{L^2 (\mathbb{R}^3)} \right) \leq |s| \| q_c^{1/2} \|_{L^\infty (D)} \| \hat{w} \|_{L^2 (\mathbb{R}^3)} \| q_c^{1/2} \hat{v} \|_{L^2 (D)}
\]

\[
\leq \| q_c^{1/2} \|_{L^\infty (D)} \sqrt{\| \nabla \hat{w} \|_{L^2 (D)}^2 + |s|^2 \| \hat{w} \|_{L^2 (D)}^2} \| \hat{v} \|_{L^2_q (D)}
\]

and hence prove (3.2).

To prove (3.1), the above estimate also shows that

\[
\sigma |s|^2 \| \hat{w} \|_{L^2 (D)} \leq |s| \| q_c^{1/2} \|_{L^\infty (D)} \| \hat{v} \|_{L^2_q (D)}.
\]
Since (3.4) holds in $L^2(\mathbb{R}^3)$ we have

$$|\hat{w}|^2_{H^2(\mathbb{R}^3)} \leq C ||\Delta \hat{w}||^2_{L^2(\mathbb{R}^3)} \leq C (|s|^4 ||\hat{w}||^2_{L^2(\mathbb{R}^3)} + ||q_c \hat{v}||^2_{L^2(\mathbb{R}^3)}).$$

Using (3.1), there is a constant $C$ depending on $q_c$ but independent of $s$ and $\hat{v}$ such that

$$|\hat{w}|^2_{H^2(\mathbb{R}^3)} \leq C (|s|^2/\sigma^2 + 1) ||\hat{v}||^2_{L^2_q(D)}.$$ 

Noting that $|s|/\sigma \geq 1$, this proves (3.3) and completes the proof.

Applying this lemma proves the following theorem:

**Theorem 3.2.** The retarded volume potential operator $V$ can be extended to a bounded operator from $H^p_0(\mathbb{R}^3; L^2(D))$ into $H^{p+1-r}(\mathbb{R}^3; H^r(\mathbb{R}^3))$ for $r = 0, 1, 2$. Moreover, if $v = V(f)$ for some $f \in H^p_0(\mathbb{R}^3; L^2(D))$ then $v(t) = 0$ for $t < 0$ and $v \in H^p_0(\mathbb{R}^3; H^1(\mathbb{R}^3))$ satisfies

$$\frac{1}{c_0} v_{tt} - \Delta v = f \text{ in } H^{p-1}(\mathbb{R}^3; L^2(\mathbb{R}^3)).$$

**Proof.** Using techniques from [2], the mapping properties follow from Lemma 3.1 after inverting the Fourier-Laplace transform (and choosing $q_c = 1$). The fact that $\hat{v} = \hat{V}(\hat{f})$ satisfies the Fourier-Laplace domain Helmholtz equation (3.4) shows that $v$ satisfies the wave equation in the claimed space.

To prove causality, we note that this is clear for $f \in C^\infty(\mathbb{R}^3; C^\infty(D))$ due to the retarded potential representation

$$(V(f))(t, x) = \int_D \frac{f(y, t - ||x - y||/c_0)}{4\pi ||x - y||} dV$$

since then $V(f)(\cdot, t) = 0$ for $t < 0$. From the already established mapping properties, the density of smooth functions in $H^p_0(\mathbb{R}^3; L^2(D))$ implies $(V(f))(x, t) = 0$ for $t < 0$ and $f \in H^p_0(\mathbb{R}^3; L^2(D))$.

**IV. EXISTENCE AND OPERATOR ESTIMATES**

We now prove existence, uniqueness and semi-discrete error estimates for the solution of the time domain Lippmann-Schwinger problem using Lubich’s theory [15]. This result also underlies our later error estimates. The key to this approach is to show that the integral operator is coercive. To state the theorem we use the notation that if $A : X \to Y$ where $X$ and $Y$ are Hilbert spaces then the operator norm of $A$ is denoted by $||A||_X \to Y$ where

$$||A||_X \to Y = \sup_{v \in X} ||Av||_Y/||v||_X.$$ 

We also define $\hat{V}_{q_c} : L^2_{q_c}(D) \to L^2(D)$ by

$$\hat{V}_{q_c}(g) = \hat{V}(q_c, q) \text{ for all } g \in L^2_{q_c}(D).$$

**Theorem 4.1.** For any $s$ with $\text{Re}(s) = \sigma > 0$

$$||(I + (s^2/c_0^2)\hat{V}_{q_c})^{-1}(s^2/c_0^2)\hat{V}_{q_c}||_{L^2_{q_c}(D) \to L^2_{q_c}(D)} \leq \frac{q_c + |s|^2}{\sigma^2 c_0^2} |s|^2,$$

(4.1)
TIME DOMAIN VOLUME INTEGRAL EQUATIONS

and

\[ \left\| (I + (s^2/c_0^2)\hat{V}_{q_c})^{-1} \right\|_{L^2_q(D) \to L^2_q(D)} \leq \frac{|s|}{\sigma}. \]  

(4.2)

In addition both operators above are analytic in \( s \) for \( \text{Re}(s) > 0 \).

**Proof.** This proof extends the techniques of [2] to volume equations. Given \( f \in L^2_{q_c}(D) \), consider the problem of finding \( \hat{v} \in L^2_{q_c}(D) \) such that

\[ \hat{v} + \frac{s^2}{c_0^2} \hat{V}(q_c \hat{v}) = -\frac{s^2}{c_0^2} \hat{V}(q_c f) \text{ in } L^2(D). \]  

(4.3)

We now derive a variational scheme for this problem and use the Lax-Milgram Lemma to verify that it has a unique solution. Multiplying (4.3) by the complex conjugate of \( \xi q_c \) where \( \xi \in L^2_{q_c}(D) \) (denoted \( \xi q_c \)) and integrating over \( D \) we obtain the problem of finding \( \hat{v} \in L^2_{q_c}(D) \) such that

\[ a(\hat{v}, \xi) = b(\xi) \text{ for all } \xi \in L^2(D) \]  

(4.4)

where

\[ a(\hat{v}, \xi) = \int_D \left( q_c \hat{v} + \frac{s^2}{c_0^2} \hat{V}(q_c \hat{v}) \right) \xi dV, \]

and

\[ b(\xi) = -\frac{s^2}{c_0^2} \int_D q_c \hat{V}(q_c f) \xi dV. \]

To show that the above problem has a unique solution we now verify the conditions of the Lax-Milgram Lemma. To verify coercivity we choose \( \xi = s \hat{v} \) so

\[ a(\hat{v}, s \hat{v}) = \int_D |q_c |\hat{v}|^2 dV + \frac{s|s|^2}{c_0^2} \int_D q_c \hat{V}(q_c \hat{v}) \overline{\hat{v}} dV. \]

Taking real parts

\[ \text{Re} \left( a(\hat{v}, s \hat{v}) \right) = \sigma \int_D q_c |\hat{v}|^2 dV + \left( \frac{s|s|^2}{c_0^2} \int_D \hat{V}(q_c \hat{v}) \overline{q_c \hat{v}} dV \right). \]

The second term on the right hand side is analyzed as follows. Let \( \hat{z} = \hat{V}(q_c \hat{v}) \) then

\[ -\Delta \hat{z} + \frac{s^2}{c_0^2} \hat{z} = q_c \hat{v} \text{ in } \mathbb{R}^3, \]

so that

\[ \int_D \hat{V}(q_c \hat{v}) q_c \overline{\hat{v}} dV = \int_{\mathbb{R}^3} \hat{z} \left( -\Delta \hat{z} + \frac{s^2}{c_0^2} \hat{z} \right) dV \]

\[ = \int_{\mathbb{R}^3} |\nabla \hat{z}|^2 + \frac{s^2}{c_0^2} |\hat{z}|^2 dV. \]

This implies that

\[ \text{Re} \left( \frac{s|s|^2}{c_0^2} \int_D \hat{V}(q_c \hat{v}) q_c \overline{\hat{v}} dV \right) = \text{Re} \left( \frac{s|s|^2}{c_0^2} \int_{\mathbb{R}^3} |\nabla w|^2 dV + \frac{s^4|s|^4}{c_0^4} \int_{\mathbb{R}^3} |w|^2 dV \right) \geq 0. \]
Thus we have shown that
\[ |a(\hat{v}, s\hat{v})| \geq \sigma \|q_c^{1/2}\hat{v}\|_{L^2(D)}^2 = \sigma \|\hat{v}\|_{L_{qc}(D)}^2. \]

We now need to show that \(a(\cdot, \cdot)\) is continuous. Clearly
\[ |a(\hat{v}, s\xi)| \leq \left( |s|\|\hat{v}\|_{L_{qc}(D)}^2 + (q_{c,+}|s|^3/c_0^2) \|\hat{V}(q_c\hat{v})\|_{L^2(D)} \right) \|\xi\|_{L_{qc}(D)} \leq C\|\hat{v}\|_{L_{qc}(D)} \|\xi\|_{L_{qc}(D)} \]
for some constant \(C = C(|s|)\) where we have estimated \(\|\hat{V}(q_c\hat{v})\|_{L^2(D)}\) using Lemma 3.1.

We also need to show that \(b(s\cdot)\) is an anti-linear functional and estimate it. Antilinearity is obvious, and
\[ |b(s\xi)| = \frac{|s|^2}{c_0^2} \int_D \hat{V}(q_cf) q_s c\xi dV = \frac{q_{c,+}|s|^3}{c_0^2} \|\hat{V}(q_cf)\|_{L^2(D)} \|q_c^{1/2}\xi\|_{L^2(D)}. \]

Using Lemma 3.1 to estimate \(\hat{V}(q_cf)\) gives
\[ |b(s\xi)| \leq q_{c,+} \frac{|s|^2}{\sigma c_0} \|f\|_{L_{qc}(D)} \|\xi\|_{L_{qc}(D)}. \]

The conditions of the Lax-Milgram lemma are now satisfied and we may conclude that the problem of finding \(\hat{v} \in L^2_{qc}(D)\) such that
\[ a(\hat{v}, s\xi) = b(s\xi) \] for all \(\xi \in L_{qc}^2(D)\)
has a unique solution depending continuously on the data. Furthermore choosing \(\xi = \hat{v}\) gives
\[ \sigma \|\hat{v}\|_{L_{qc}^2(D)} \leq q_{c,+} \frac{|s|^2}{\sigma c_0} \|f\|_{L_{qc}^2(D)}. \]

For the second estimate of the theorem, we redefine
\[ b(\xi) = \int_D q_c \hat{f} \xi dV \]
for some \(\hat{f} \in L^2(D)\). Then
\[ |b(s\xi)| \leq |s| \|\xi\|_{L_{qc}^2(D)} \|\hat{f}\|_{L_{qc}^2(D)}, \]
and proceeding as before we obtain the second estimate.

\[ \textbf{Corollary.} \quad \text{If} \ \hat{u}^i \in L^2_{qc}(D), \text{then the unique solution} \ \hat{u} \in L^2_{qc}(D) \text{to} \]
\[ \hat{u} + \frac{s^2}{c_0^2} \hat{V}(q_c\hat{u}) = \frac{s^2}{c_0^2} \hat{V}(q_c\hat{u}^i) \quad \text{in} \ L^2_{qc}(D) \tag{4.5} \]
\[ \text{belongs to} \ H^1_s(\mathbb{R}^3) \text{ and satisfies the following estimates for} \ \text{Re}(s) > \sigma_0 > 0, \]
\[ \|\hat{u}\|_{L_{qc}^2(D)} \leq \frac{q_{c,+}}{\sigma^2 c_0} |s|^2 \|\hat{u}^i\|_{L_{qc}^2(D)}, \tag{4.6} \]
\[ \|\hat{u}\|_{H^1_s(\mathbb{R}^3)} \leq \frac{|s|^2}{\sigma^2 c_0^2} q_{c,+} \left( \frac{1}{2} + \frac{q_{c,+}}{\sigma^2 c_0^2} |s|^2 \right) \|\hat{u}^i\|_{L_{qc}^2(D)}, \tag{4.7} \]
\[ \|\hat{u}\|_{H^2(D)} \leq C |s|^5 \|\hat{u}^i\|_{L_{qc}^2(D)}, \tag{4.8} \]
\[ \text{where} \ C \ \text{depends on} \ \sigma_0. \]
Fourier-Laplace transform) by \( \hat{u} \). Then denote the corresponding time domain solution operator (obtained by the inverse Laplace transform) by \( \hat{u} \). At each time step the semi-discrete solution denoted by \( \hat{u} \) is bounded. Then we denote by \( \hat{u} \) and at each time step the semi-discrete solution denoted by \( \hat{u} \) is bounded. Using Lubich's notation, the first estimate in Theorem 4.1 shows that semi-discretization in time via convolution quadrature results in an optimally convergent semi-discrete method (discrete in time) with no time step restrictions. To state this result we adopt Lubich's notation. Define \( \hat{u} \) in time via convolution quadrature results in an optimally convergent semi-discrete method (discrete in time) with no time step restrictions. To state this result we adopt Lubich's notation. Define $A(s) : L^2_{\eta}(D) \rightarrow L^2_{\eta}(D)$ by

$$A(s) = -(I + (s^2/c_0^2)\hat{V}_{\eta})^{-1} (s^2/c_0^2)\hat{V}_{\eta}.$$ 

Then denote the corresponding time domain solution operator (obtained by the inverse Fourier-Laplace transform) by \( \hat{A}(\partial_t) \), note that Lemma 3.1 and Theorem 4.1 state that

$$\hat{A}(\partial_t) : H^{p+2}_{\sigma}(\mathbb{R}_+; L^2_{\eta}(D)) \rightarrow H^p_{\sigma}(\mathbb{R}_+; L^2_{\eta}(D))$$

is bounded. Then we denote by \( \hat{A}(\partial^2_t) \) the convolution quadrature semi-discrete in time solution operator. Using this notation, the exact solution \( u^e \) is given by

$$u^e = \hat{A}(\partial_t)(u^i)$$

and at each time step the semi-discrete solution denoted \( u^{s,\Delta t} \) is given by

$$u^{s,\Delta t} = \hat{A}(\partial^\Delta t_t)(u^i)(n\Delta t), \ n = 0, 1, \ldots.$$ 

The following estimate holds up to a fixed final time \( T > 0 \), where now \( \Delta t = T/M \) for some \( M > 0 \).

**Theorem 4.2.** Suppose the multistep method (2.3) is A-stable and of order \( p \), and \( \delta(\zeta) \) has no poles on the unit circle in the complex plane. Let \( u^i \in H^r_\sigma(\mathbb{R}_+, L^2_{\eta}(D)) \) with \( r = p + 3 \) then

$$\left( \Delta t \sum_{n=0}^{M} \| u^e(t_n) - u^{s,\Delta t}(t_n) \|^2_{L^2_{\eta}(D)} \right)^{1/2} \leq C(\Delta t)^p \| u^i \|_{H^r_{\sigma}(\mathbb{R}_+, L^2_{\eta}(D))}.$$ 

Here \( C \) is independent of \( \Delta t \) and \( u^i \) but depends on \( p \) and \( \sigma_0 \).

**Remark.**

1. Since Theorem 4.1 holds for conforming Galerkin methods based on (4.4) and conforming finite element subspaces of \( L^2_{\eta}(D) \) we could also prove a fully discrete
error estimate without stability restrictions (c.f. Theorem 5.4 of [15]). However, to simplify implementation of the fully discrete scheme and provide fast operator evaluation, we instead will follow a different approach. We will analyze a collocation scheme based on periodization of the integral equation which diagonalizes the integral operator $\hat{V}$. This implies that $\hat{V}$ can be applied rapidly but also introduces an extra spatial approximation.

2. Estimates in other norms could also be proved (see [15]).

Proof. We apply Theorem 3.3 of [15].

V. COLLOCATION DISCRETIZATION FOR THE LIPPMANN-SCHWINGER EQUATION AT COMPLEX FREQUENCY

To obtain a fast solver for the Fourier-Laplace domain Lippmann-Schwinger integral equation (1.7) we use a trigonometric collocation approach as in [18]. This involves periodization of the volume integral operator $\hat{V}$ that appears in (1.7). Since we want to combine this collocation discretization in space with convolution quadrature in time, all estimates for the spatial discretization have to be explicit in terms of the complex frequency $s$.

Extending the contrast function $q_c$ by zero to all of $\mathbb{R}^3$, we assume that

$$D = \text{supp} (q_c) \subset \{ x \in \mathbb{R}^3, |x| \leq \rho \} \quad \text{for some } \rho > 0 \quad (5.1)$$

and consider again the frequency-domain integral equation from (1.7),

$$\hat{u}^s + \frac{s^2}{c_0^2} \hat{V}(q_c \hat{u}^s) = -\frac{s^2}{c_0^2} \hat{V}(q_c \hat{u}^i) \quad \text{in } L^2(D). \quad (5.2)$$

Due to (5.1), we can extend the restriction of $q_c$ to $G_{2\rho} = \{ x \in \mathbb{R}^3, -2\rho < x_j \leq 2\rho, j = 1, 2, 3 \}$, as a $4\rho$-periodic function in each direction in space that we call $q_{c,p}$. The extension $q_{c,p}$ obviously is as smooth as $q_c$. Below, we interpret $q_{c,p}$ as a function in a periodic function space defined on $G_{2\rho}$. We will also periodize the integral operator $\hat{V}$ from (1.5). To this end, we define a $4\rho$-periodic kernel by extending the kernel function

$$\kappa_{p,s}(x) = \begin{cases} \frac{\exp(-s/c_0 |x|)}{4\pi|x|} & x \in G_{2\rho}, 0 < |x| < 2\rho, \\ 0 & x \in G_{2\rho}, 2\rho \leq |x|, \end{cases}$$

$4\rho$-periodically in each coordinate direction of space to a function on $\mathbb{R}^3$ defined almost everywhere. The associated $4\rho$-periodic integral operator is

$$\hat{V}_p(f) = \int_{G_{2\rho}} \kappa_{p,s}(\cdot - y)f(y) \, dV(y).$$

Later on, we will prove mapping properties of $\hat{V}_p$ in periodic Sobolev spaces. We further replace $\hat{u}^i$ on the right-hand side of (5.2) by its extension by zero to $G_{2\rho}$ denoted $\hat{u}^i_p \in L^2(G_{2\rho})$. As in [18, 16] we note that (5.2) is equivalent to the following periodic integral
equation for the unknown \( \hat{u}_p \in L^2(G_{2\rho}) \),

\[
\hat{u}_p + s^2 \hat{\mathbf{V}}_p(q_{c,p}\hat{u}_p) = \hat{V}_p(q_{c,p}\hat{u}_p^i) \quad \text{in} \ L^2(G_{2\rho}).
\]  

(5.3)

Note that \( q_{c,p}\hat{u}_p^i \) vanishes outside \( D \); thus, as in (5.2), the values of \( \hat{u}_p^i \) in \( G_{2\rho} \setminus D \) play no role. The equivalence of (5.3) and (5.2) is due to the fact that for \( x, y \in D \) it holds that \(|x - y| \leq |x| + |y| < 2\rho \), thus \( \kappa_{p,s}(x - y) = \exp(-s/c_0|x - y|)/(4\pi|x - y|) \) for \( x \neq y \) and

\[
\hat{V}_p(q_{c,p}f) = \int_{G_{2\rho}} \kappa_{p,s}(-y)q_{c,p}(y)f(y)\,dV = \int_D \frac{e^{-s/c_0|-y|}}{4\pi|-y|}q_{c,p}(y)f(y)\,dV
\]

(5.4)

Moreover, \( \hat{v}_p \) solves the periodic equation, then \( \hat{\mathbf{V}}(q_{c,p}(\hat{u}^i - (s^2/c_0^2) \hat{v}_p)) \) defines a solution to the periodic integral equation, and if \( \hat{V}_p(q_{c,p}(\hat{u}^i - (s^2/c_0^2) \hat{v}_p)) \) defines a solution to (5.2). (By abuse of notation, we did not explicitly write down the necessary extensions by zero from \( D \) to \( G_{2\rho} \) and restrictions from \( G_{2\rho} \) to \( D \).)

Next, we recall well known facts about trigonometric functions and associated spaces and operators. All concepts are explained in more detail in, e.g., [16], together with proofs for the corresponding one- and two-dimensional results (the proofs in three dimensions are analogous with obvious modifications due to the additional spatial dimension). Using trigonometric monomials

\[
\varphi_j(x) := \frac{1}{(4\rho)^{-3/2}} e^{\frac{2\pi i j x}{\rho}}, \quad j \in \mathbb{Z}^3, x \in \mathbb{R}^3,
\]

we define, for \( N \in \mathbb{N} \), the finite-dimensional subspace of trigonometric polynomials

\[
T_N := \text{span}\{\varphi_j, j \in \mathbb{Z}^3_N\} \subset L^2(G_{2\rho})
\]

where

\[
\mathbb{Z}^3_N := \{\ell \in \mathbb{Z}^3, -N/2 \leq \ell_j < N/2, j = 1, 2, 3\}.
\]

Further, recall the definition of the Fourier coefficients of a \( 4\rho \)-periodic distribution \( v \in \mathcal{D}'(\mathbb{R}^3) \),

\[
\hat{v}(j) := (v, \varphi_{-j})_{\mathcal{D}'(\mathbb{R}^3) \times \mathcal{D}_p} = \left[ \int_{G_{2\rho}} v(x)\overline{\varphi_j(x)}\,dV \right],
\]

and the periodic Sobolev spaces \( H^t \) for \( t \in \mathbb{R} \), defined by

\[
H^t := \left\{v \in \mathcal{D}'_{2\rho}, \sum_{j \in \mathbb{Z}^3} (1 + |j|^2)^t |\hat{v}(j)|^2 < \infty\right\} \quad \text{with norm} \quad \|v\|^2_{H^t} = \sum_{j \in \mathbb{Z}^3} (1 + |j|^2)^t |\hat{v}(j)|^2.
\]

We recall that functions in \( H^t \) with \( t > 3/2 \) are continuous, due the Sobolev embedding theorem, and that \( H^t \) is a Banach algebra for \( t > 3/2 \), that is, \( \|uv\|_{H^t} \leq C(t)\|u\|_{H^t}\|v\|_{H^t} \).

Following [16], we also define \( Q_N \) to be the interpolation operator that maps continuous, \( 4\rho \)-periodic functions in \( \mathbb{R}^3 \) to their interpolation polynomial in \( T_N \), defined by \( Q_N(v) = v_N \) where \( v_N \in T_N \) satisfies \( v_N(x_j) = v(x_j) \) for the interpolation points

\[
x_j := jh, \quad j \in \mathbb{Z}^3_N, \quad h = \frac{4\rho}{N}.
\]
As $N \to \infty$, the interpolation projection $Q_Nv$ approximates $v \in H^t$ if $t > 3/2$, since the error estimate

$$\| [I - Q_N]f \|_{H^r} \leq C(\ell, t)N^{-t} \| f \|_{H^t}$$

holds for for $0 \leq r \leq t$ whenever $f \in H^t$ with $t > 3/2$.

Note that a function $v_N \in T_N$ can either be characterized by its Fourier coefficients

$$\hat{v}_N = \{ \hat{v}(j) \}_{j \in \mathbb{Z}_N^3} \in \mathbb{C}^3 = \{ c(j) \in \mathbb{C}, j \in \mathbb{Z}_N^3 \}$$

or its values at the nodal points $x_j$, that we abbreviate as $\hat{v}_N = \{ v_N(x_j) \}_{j \in \mathbb{Z}_N^3} \in \mathbb{C}^3$.

(By abuse of notation, we use the same notation for point evaluation at the nodal points of any continuous function.) It is well known that the three-dimensional discrete Fourier transform $F_N$ is an isometry on $\mathbb{C}^3$ mapping the point values $\hat{v}_N \in \mathbb{C}^3$ of $v_N \in T_N$ to the Fourier coefficients $\hat{v}_N \in \mathbb{C}^3$.

Spaces of trigonometric polynomials are attractive for discretizing the integral operator $V_p$, since this periodic integral operator diagonalizes on trigonometric monomials,

$$\hat{V}_p(\varphi_j)(x) = \frac{1}{(4\rho)^{3/2}} \int_{G_{2\rho}} \kappa_{s,p}(x - y) e^{\frac{2\pi i}{\rho} j \cdot (y - x)} dV(y) e^{\frac{2\pi i}{\rho} j \cdot x}$$

$$= \int_{G_{2\rho}} \kappa_{s,p}(z) e^{\frac{2\pi i}{\rho} j \cdot z} dV(z) \varphi_j(x) = (4\rho)^{3/2} \hat{\kappa}_{s,p}(j) \varphi_j(x), \quad j \in \mathbb{Z}^3, x \in G_{2\rho}.$$ 

Setting $R := 2\rho s/c_0$ for $s = \sigma + i \eta$, the Fourier coefficients $\hat{\kappa}_{s,p}(j)$ of the periodic kernel $\kappa_{s,p}$ can be explicitly computed as

$$\hat{\kappa}_{s,p}(j) = \begin{cases} \left( \frac{R^2}{\pi|j|^2 - \rho^2} \right) \left[ 1 - \exp(iR) \left( \cos(\pi|j|) - \frac{iR}{\pi|j|} \sin(\pi|j|) \right) \right] & j \neq 0, \\ \exp(1R) - 1 & j = 0, \end{cases}$$

$$= \begin{cases} \frac{4\rho^2}{\pi^2} \frac{\eta^2 - \sigma^2 - 2i\eta\sigma}{|j|^2 - 4\rho^2(\eta^2 - \sigma^2 - 2i\eta\sigma)} \left[ 1 - e^{-\frac{2\pi i}{\rho}(\sigma + i\eta)} \left( \cos(\pi|j|) + \frac{2\rho(\sigma + i\eta)}{c_0|\pi|j|} \sin(\pi|j|) \right) \right] & j \neq 0, \\ \exp[-2\rho(\sigma + i\eta)/c_0](1 + 2\rho(\sigma + i\eta)/c_0) - 1 & j = 0. \end{cases}$$

Since we will always assume that $\text{Re}(s) = \sigma > 0$, the $j$th Fourier coefficient $\hat{\kappa}_{s,p}(j)$ is always well defined (the denominator in (5.7) cannot vanish) and from (5.6) one observes that each of the coefficients is analytic in $s$ as long as $\text{Re}(s) = \sigma > 0$. We next establish estimates for the Fourier coefficients $\hat{\kappa}_{s,p}$ that will allow us to prove mapping properties of $\hat{V}_p$ in the sequel. Writing again $s = \sigma + i \eta$ and assuming that $\sigma > \sigma_0 > 0$, we find that $|\hat{\kappa}_{s,p}(0)| \leq (1 + \exp[-2\rho\sigma_0/c_0][1 + 2\rho|s|/c_0])$ and

$$|\hat{\kappa}_{s,p}(j)| = 4\rho^2 \left| \frac{\eta^2 - \sigma^2 - 2i\eta\sigma}{c_0^2|\pi|^2|j|^2 - 4\rho^2(\eta^2 - \sigma^2 - 2i\eta\sigma)} \left[ 1 - e^{-\frac{2\pi i}{\rho}(\sigma + i\eta)} \left( \cos(\pi|j|) + \frac{2\rho(\sigma + i\eta)}{c_0|\pi|j|} \sin(\pi|j|) \right) \right] \right|$$

$$\leq \left| \frac{|s|^2}{c_0^2|\pi|^2|j|^2 - 4\rho^2(\eta^2 - \sigma^2 - 2i\eta\sigma)} \left[ 1 + e^{-\frac{2\pi i}{\rho\sigma_0}} + e^{-\frac{2\pi i}{\rho\sigma_0}} \frac{2\rho\sigma}{c_0|\pi|j|} + e^{-\frac{2\pi i}{\rho\sigma_0}} \frac{2\rho|\eta|}{c_0|\pi|j|} \right] \right|$$

$$\leq \left| \frac{|s|^2}{c_0^2|\pi|^2|j|^2 - 4\rho^2(\eta^2 - \sigma_0^2 - 2i\eta\sigma_0)} \right| \left[ 1 + \frac{1}{e^{2\pi i|j|}} + e^{-\frac{2\pi i|\eta|}{c_0|\pi|j|}} \right], \quad j \neq 0.$$
Lemma 5.1. For $s \in \mathbb{C}$ with $\Re s = \sigma > \sigma_0 > 0$ there is $C = C(\sigma_0) > 0$ independent of $s$ with

$$0 < |\hat{k}_{s,p}(j)| \leq C \frac{|s|^2}{1 + |j|} \quad \text{for all } j \in \mathbb{Z}^3. \quad (5.8)$$

In consequence, $\hat{V}_p$ is bounded from $H^1$ into $H^{r+1}$ for all $t \in \mathbb{R}$ and $\|\hat{V}_p\|_{H^1 \to H^{r+1}} \leq C|s|^2$ with $C$ independent of $t \in \mathbb{R}$. The integral operator $\hat{V}_p$ is analytic in $s$ for all $s \in \mathbb{C}$ with $\Re s = \sigma > \sigma_0 > 0$.

Remark. If one fixes $s$ or restricts $s$ to any bounded subset $M$ of $\{s \in \mathbb{C}, \Re(s) > \sigma_0 > 0\}$, then $|\hat{k}_{s,p}(j)| \leq C_M/(1 + |j|^2)$.

Proof. For $|j| > 0$ one computes that the minimal squared distance between the point $c_0^2\pi^2|j|^2/4\rho^2$ and the curve $\eta \mapsto \eta^2 - \sigma^2 - 2i\eta\sigma$ in the complex plane is attained for $\eta^2 = c_0^2\pi^2|j|^2/4\rho^2 - \sigma^2$ and equals $(\sigma_0\rho|j|)^2$ for $\sigma > 0$. Moreover, $|c_0^2\pi^2|j|^2/4\rho^2 - (\eta^2 - \sigma^2 - 2i\eta\sigma)| \geq |\Im [\ldots]| = 2|\eta|\sigma$. Hence,

$$\left|\frac{|s|^2}{c_0^2\pi^2|j|^2/4\rho^2 - (\eta^2 - \sigma^2 - 2i\eta\sigma)}\right| \leq C \frac{|s|^2}{(1 + |j|)(1 + |\eta|)}$$

and

$$|\hat{k}_{s,p}(j)| \leq C \frac{|s|^2}{1 + |j|} \left[2 + \frac{1}{e\pi|j|} + \frac{2\rho}{c_0\pi|j|} \frac{|\eta|}{1 + |\eta|}\right]$$

for $j \neq 0$. For $j = 0$ the claimed estimate is obvious. \hfill \blacksquare

Now we are ready to introduce the collocation discretization for the periodized integral equation (5.3). Assuming that $q_{c,p} \in H^r$ for some $r > 3/2$, we seek $\hat{u}_{p,N} \in T_N$ that solves

$$\hat{u}_{p,N} + \frac{s^2}{c_0^2} \hat{V}_p(Q_N[q_{c,p}\hat{u}_{p,N}]) = \frac{s^2}{c_0^2} \hat{V}_p(Q_N(q_{c,p}\hat{u}_p)) \quad \text{in } T_N. \quad (5.9)$$

Since $\hat{V}_p$ diagonalizes on the trigonometric space $T_N$, an equivalent fully discrete formulation in terms of the Fourier coefficients $\hat{u}_{N}$ of $\hat{u}_{p,N}$ reads

$$\hat{u}_{p,N} + \frac{s^2}{c_0^2} \hat{k}_{s,p} \bullet \mathcal{F}_N \left[q_{c,p,N} \bullet \mathcal{F}_N^{-1}\hat{u}_{p,N}\right] = \frac{s^2}{c_0^2} \hat{k}_{s,N} \bullet \mathcal{F}_N \left[q_{c,p,N} \bullet \hat{u}_{p,N}\right] \quad \text{in } \mathbb{C}_N^3$$

where $\bullet$ denotes the element-wise multiplication of two vectors in $\mathbb{C}_N^3$. Obviously, this collocation discretization requires that the smallest $N^3$ Fourier coefficients of the discrete solution satisfy the Fourier transformed continuous equation rather than that the discrete solution itself satisfies the continuous equation at the collocation points.

Due to the smoothing properties of $\hat{V}$ the discretized operator is close to the original one.
Lemma 5.2. If \( q_{c,p} \in H^r \) with \( r > 3/2 \), then there is \( N_0 = N_0(|s|) \in \mathbb{N} \) such that for \( N \geq N_0 \), there is a unique solution \( \tilde{u}_{p,N} \in T_N \) to (5.9). If \( q_{c,p} \tilde{u}_{p} \in H^{1+k} \) with \( k \in \mathbb{N} = \{1, 2, \ldots \} \) and \( q_{c,p} \in C^2(G_{2p}) \cap H^{1+k} \), then there is \( C = C(q_{c,p}, \sigma_0, k) > 0 \) independent of \( s \) with \( \text{Re}(s) > \sigma_0 > 0 \) such that

\[
\| \tilde{u}_{p,N} - \tilde{u}_{p} \|_{H^2} \leq C|s|^{8+4(k-1)}N^{-k} \left[ \| q_{c,p} \tilde{u}_{p} \|_{H^{1+k}} + \| q_{c,p} \|_{H^{1+k}} \| q_{c,p} \|_{C^2(G_{2p})} \| \tilde{u}_{p} \|_{L^2_p(D)} \right]
\]

(5.10)

for \( N \geq N_0 \), where \( \tilde{u}_{p} \in H^2 \) solves the periodized Lippmann-Schwinger equation (5.3). A lower bound for \( N_0(|s|) \) is \( c|s|^{13} \) with \( c = c(q, \sigma_0) \).

Remark. We note that the power of \( |s| \) in (5.10) reduces by two if one restricts \( s \) to a bounded subset of \( \{ s \in \mathbb{C}, \text{Re}(s) > \sigma_0 > 0 \} \) since the theorem after Lemma 5.1 indicates that estimate (5.8) is independent of \( |s| \).

Proof. Clearly, Lemma 5.2 implies that

\[
\left\| \left[ I + \frac{s^2}{c_0^2} \hat{V}_{p}(q_{c,p} \cdot) \right] - \left[ I + \frac{s^2}{c_0^2} \hat{V}_{p}(Q_{N}(q_{c,p} \cdot)) \right] \right\|_{H^2 \to H^2} \leq C_A|s|^{4}N^{-\min(1,1-r)}\| q_{c,p} \|_{H^r}.
\]

(5.11)

Recall that the continuous, non-periodized problem to find a solution \( \hat{u} \in L^2_{t_x}(D) \) to the homogeneous equation (5.2), that is, \( \hat{u} + (s^2/c_0^2) \hat{V}(q_{c,p} \hat{u}) = 0 \), possesses only the trivial solution due to Theorem 4.1. Since any solution to the periodized problem (5.3) yields a solution to (5.2), a solution to the homogeneous equation \( \tilde{u}_{p} + (s^2/c_0^2) \hat{V}(q_{c,p} \tilde{u}_{p}) = 0 \) must necessarily vanish in \( D \), which directly implies that \( \tilde{u}_{p} \) vanishes in \( G_{2p} \). Hence, also equation (5.3) possesses only the trivial solution for zero right-hand side.

The operator \( \hat{V}_{p}(q_{c,p} \cdot) \) is bounded from \( H^2 \) into \( H^{\min(2,r)+1} \) because multiplication by \( q_{c,p} \) is continuous from \( H^2 \) into \( H^{\min(2,r)} \) and \( \hat{V}_{p} \) is bounded from \( H^{\min(2,r)} \) into \( H^{\min(2,r)+1} \). Since \( \min(2,r) + 1 > 5/2 \), the embedding of the latter space into \( H^2 \) is compact, that is, \( \hat{V}_{p}(q_{c,p} \cdot) \) is compact on \( H^2 \). Thus, Fredholm’s alternative implies that \( I + (s^2/c_0^2) \hat{V}_{p}(q_{c,p} \cdot) \) is invertible on \( H^2 \). By (5.11) and a Neumann series argument, this implies that \( I + (s^2/c_0^2) \hat{V}_{p}(Q_{N}(q_{c,p} \cdot)) \) is also invertible on \( H^2 \) if \( N = N(s) \) is large enough, more precisely, if

\[
C_A|s|^4N^{-\min(1,1-r)}\| q_{c,p} \|_{H^r} \left\| I + \frac{s^2}{c_0^2} \hat{V}_{p}(q_{c,p} \cdot) \right\|_{H^2 \to H^2}^{-1} < 1
\]

(5.12)
Furthermore, restricting (5.13) to
\[ \|\hat{v}_p\|_{H^2} \leq \|f\|_{H^2} + \frac{|s|^2}{c_0} \|\hat{V}_p[q_c, p\hat{v}_p]\|_{H^2} \leq \|f\|_{H^2} + C|s|^4\|q_{c,p}\|_{H^1}, \]  
leading to
\[ \|\hat{v}_p\|_{H^2} \leq \|f\|_{H^2} + C|s|^4\|q_{c,p}\|_{C^1(G_{2r})}\|\hat{v}_p\|_{H^1} \]
\[ \leq \|f\|_{H^2} + C|s|^6\|q_{c,p}\|_{C^1(G_{2r})}\|\hat{V}_p[q_{c,p}\hat{v}_p]\|_{H^1} + \|f\|_{H^1} \]
\[ \leq C|s|^6\|f\|_{H^2} + C|s|^8\|q_{c,p}\|_{C^1(G_{2r})}\|q_{c,+}\|\|\hat{v}_p|_{H^2} \]  
(5.15)

Furthermore, restricting (5.13) to \( D \) shows that \( w := \hat{v}_p|_D \in L^2(D) \) and \( f_D := f|_D \in L^2(D) \) satisfy
\[ w + \frac{s^2}{c_0} \left[ \hat{V}_p[q_{c,p}\hat{v}_p] \right]_D = f_D \text{ in } L^2(D). \]

We already showed in (5.4) that \( \hat{V}(f) = \hat{V}_p(f) \) on \( D \) if \( \text{supp}(f) \subset \overline{D} \) and conclude that \( \left[ \hat{V}_p[q_{c,p}\hat{v}_p] \right]_D = [\hat{V}(q,w)]_D \). Thus, the bound (4.2) from Theorem 4.1 states that \( \|w\|_{L^2_0(D)} \leq C|s|\|f_D\|_{L^2_0(D)}, \) i.e.,
\[ \|\hat{v}_p|_D\|_{L^2_0(D)} \leq C|s|\|f_D\|_{L^2_0(D)} \leq C|s|\|q_{c,+}^1/f\|_{L^2(D)} \]
\[ \leq C|s|q_{c,+}^{1/2}\|f\|_{L^2(G_{2r})} \leq C|s|q_{c,+}^{1/2}\|f\|_{H^2}. \]

Combining the latter estimate with (5.15) shows that
\[ \|\hat{v}_p\|_{H^2} \leq C_B(q_c)|s|^9\|f\|_{H^2}, \]  
(5.16)
and that (5.12) is satisfied if \( C_A C_B |s|^{13} N^{-1}\|q_{c,p}\|_{H^r} < 1/2 \). This implies that the number \( N_0 = N_0(s) \) is bounded from below by \( c|s|^{13} \) for some constant \( c = c(q_c, \sigma_0) \) and
\[ \left\| \left[ I + \frac{s^2}{c_0} \hat{V}_p(Q_N(q_{c,p}^-)) \right]^{-1} \right\|_{H^2 \rightarrow H^2} \leq 2 \left\| \left[ I + \frac{s^2}{c_0} \hat{V}_p(q_{c,p}^-) \right]^{-1} \right\|_{H^2 \rightarrow H^2} \leq 2 C_B |s|^9. \]  
(5.17)

To get the claimed error estimate, we introduce the orthogonal projection \( P_N : H^t \rightarrow T_N \) onto \( T_N \) and recall first that \( \|(I - P_N)v\|_{H^t} \leq C N^{-1+t}\|v\|_{H^t} \) for \( v \in H^t \) and \( 0 \leq t \leq t \), and second that \( \|(P_N - Q_N)v\|_{H^t} \leq C N^{-1+t}\|v\|_{H^t} \) for \( v \in H^t \) and \( 3/2 < t \leq t \) (see [16], Sect. 8.3 and 8.5 for proofs in one and two dimensions). Consider the unique solution \( \hat{u}_p \in H^2 \) to
\[ \hat{u}_p + \frac{s^2}{c_0} \hat{V}_p[q_{c,p}\hat{v}_p] = - \frac{s^2}{c_0} \hat{V}_p[q_{c,p}\hat{u}_p]. \]
For higher-order regularity, one considers the equation (5.13) in $H^2$ and exploits that $\hat{V}_p$ diagonalizes on trigonometric polynomials we deduce that $\hat{V}_p$ commutes with the orthogonal projection $P_N$ and obtain that

\[
\left[I + \frac{s^2}{c_0^2} \hat{V}_p Q_N(q_{c,p})\right] [\tilde{u}_{p,N} - \hat{u}_p] = -\frac{s^2}{c_0^2} \hat{V}_p Q_N(q_{c,p} \hat{u}_p^i) - \hat{u}_p + \frac{s^2}{c_0^2} \hat{V}_p Q_N(q_{c,p} \hat{u}_p)
= -\frac{s^2}{c_0^2} P_N \hat{V}_p (q_{c,p} \hat{u}_p^i) + \frac{s^2}{c_0^2} P_N \hat{V}_p (q_{c,p} \hat{u}_p) - \hat{u}_p
= -\frac{s^2}{c_0^2} \hat{V}_p \left[ (Q_N - P_N)(q_{c,p} (\hat{u}_p^i - \hat{u}_p)) \right]
= P_N \hat{u}_p - \frac{s^2}{c_0^2} \hat{V}_p \left[ (Q_N - P_N)(q_{c,p} (\hat{u}_p^i - \hat{u}_p)) \right].
\]

Inverting the operator on the left in $H^2$ and exploiting that $||q_{c,p} \hat{u}_p||_{H^2} = ||q_c \hat{u}||_{H^2(D)}$ where $\hat{u}$ solves (4.5) yields the error estimate

\[
||\tilde{u}_{p,N} - \hat{u}_p||_{H^2} \leq 2C_B ||q_c||^9 \left( ||P_N \hat{u}_p - \hat{u}_p||_{H^2} + \frac{|s|^2}{c_0^2} ||\hat{V}_p (Q_N - P_N)(q_{c,p} (\hat{u}_p^i - \hat{u}_p))||_{H^2} \right)
\leq C||q_c||^9 \left( (N^{-\ell}||\tilde{u}_p||_{H^{2+\ell}} + |s|^4 ||(Q_N - P_N)(q_{c,p} (\hat{u}_p^i - \hat{u}_p))||_{H^2}) \right)
\leq C||q_c||^9 \left( (N^{-\ell}||\tilde{u}_p||_{H^{2+\ell}} + |s|^4 |q_{c,p} |_{C^2} ||\tilde{u}_p||_{H^r} + |s|^4 |q_c|_{C^2} ||\hat{u}_p||_{H^r}) \right)
\leq C||q_c||^9 \left( (N^{-\ell}||\tilde{u}_p||_{H^{2+\ell}} + |s|^4 |q_{c,p} |_{C^2} ||\tilde{u}_p||_{H^r} + |s|^4 |q_c|_{C^2} ||\hat{u}_p||_{H^r}) \right)
\leq C||q_c||^9 \left( (N^{-\ell}||\tilde{u}_p||_{H^{2+\ell}} + |s|^4 |q_{c,p} |_{C^2} ||\tilde{u}_p||_{H^r} + |s|^4 |q_c|_{C^2} ||\hat{u}_p||_{H^r}) \right)
\]

(5.18)

If $q_{c,p} \hat{u}_p^i \in H^2$, then $\tilde{u}_p = -\frac{s^2}{c_0^2} \hat{V}_p (q_{c,p} (\hat{u}_p^i + \hat{u}_p))$ belongs to $H^3$: The term $q_{c,p} \hat{u}_p^i + q_{c,p} \hat{u}_p$ belongs to $H^2$ since all three functions belong to this Banach algebra and $\hat{V}_p$ is bounded from $H^2$ into $H^3$. Moreover, the techniques used in (5.18) show that

\[
||\tilde{u}_p||_{H^3} \leq \frac{|s|^2}{c_0^2} ||\hat{V}_p (q_{c,p} (\hat{u}_p^i + \hat{u}_p))||_{H^3} \leq C ||q_c||^4 \left( ||q_{c,p} \hat{u}_p^i||_{H^2} + ||q_c \hat{u}_p||_{H^2(D)} \right)
\leq C ||q_c||^4 \left( ||q_{c,p} \hat{u}_p^i||_{H^2} + |s|^5 ||q_{c,p} ||_{C^2} ||\tilde{u}_p||_{L^2_{q_c}(D)} \right)
\leq C ||q_c||^4 \left( ||q_{c,p} \hat{u}_p^i||_{H^2} + |s|^5 ||q_{c,p} ||_{C^2} ||\tilde{u}_p||_{L^2_{q_c}(D)} \right).
\]

For higher-order regularity, one considers the equation (5.13) in $H^{2+k}$ for $k \in \mathbb{N}$ with a right-hand side $f = (s^2/c_0^2) \hat{V}_p (q_{c,p} \hat{u}_p^i) \in H^{2+k}$ for $q_{c,p} \hat{u}_p^i \in H^{1+k}$ and $q_{c,p} \in C^2(G_{2p}) \cap H^{1+k}$.

Iterating the estimate (5.14) shows that

\[
||\tilde{u}_p||_{H^{2+k}} \leq C(k) \left( |s|^4 ||q_{c,p} \hat{u}_p^i||_{H^{1+k}} + |s|^{4(k-1)} ||q_{c,p}||_{H^{1+k}} ||q_{c,p} \hat{u}_p||_{H^2} \right), \quad k = 1, 2, \ldots
\]

In (5.18) we already exploited that $||q_{c,p} \hat{u}_p||_{H^2} \leq |s|^5 ||q_c||_{C^2(G_{2p})} ||\tilde{u}_p||_{L^2_{q_c}(D)}$. Thus,

\[
||\tilde{u}_p||_{H^{2+k}} \leq C \left[ |s|^4 ||q_{c,p} \hat{u}_p^i||_{H^{1+k}} + |s|^{4(k-1)+5} ||q_{c,p}||_{H^{1+k}} ||q_c||_{C^2(G_{2p})} ||\tilde{u}_p||_{L^2_{q_c}(D)} \right], \quad k \in \mathbb{N}.
\]
In combination with (5.14), these regularity estimates show that
\[
\|\hat{u}_{p,N} - \hat{u}_p\|_{H^2} \leq C |s|^9 (N^{-k} \|\hat{u}_p\|_{H^{2+k}} + |s|^4 \|(Q_N - P_N)(q_{c,p}(\hat{u}_p - \hat{u}_p))\|_{H^1})
\]
\[
\leq C |s|^9 N^{-k} (\|\hat{u}_p\|_{H^{2+k}} + |s|^4 \|q_{c,p}\|_{H^{1+k}} + |s|^4 \|q_{c,p}\|_{H^{1+k}} \|\hat{u}_p\|_{H^{1+k}})
\]
\[
\leq C |s|^{13} N^{-k} (1 + \|q_{c,p}\|_{H^{1+k}}) \left(\|\hat{u}_p\|_{H^{2+k}} + \|q_{c,p}\|_{H^{1+k}}\right)
\]
\[
\leq C |s|^{18+4(k-1)} N^{-k} (1 + \|q_{c,p}\|_{H^{1+k}}) \left(\|q_{c,p}\|_{H^{1+k}} + \|q_{c,p}\|_{H^{1+k}} \|q_{c}\|_{C^2(G_{2p})} \|\hat{u}\|_{L^2_{uc}(D)}\right).
\]

We now use Lemma 5.5 of [15] to prove an error estimate for Collocation Convolution Quadrature (CCQ). Assume that \(\hat{u}_p \in H^2\), that \(q_{c,p} \in H^2 \cap C^2(G_{2p})\), and define the operator \(\hat{K}_{p,N}(s) : H^2 \rightarrow H^2\) by
\[
\hat{K}_{p,N}(s)(u) := \hat{u}_{p,N} - \hat{u}_p
\]
where \(\hat{u}_{p,N}\) and \(\hat{u}_p\) are defined in Lemma 5.3. According to this lemma there is a constant \(C_1\) independent of \(s\) and \(N\) such that if \(N^{-1}|s|^{13} < C_1\) this operator is well defined and
\[
\|\hat{K}_{p,N}(s)\|_{H^2 \rightarrow H^2} \leq C |s|^{18} N^{-1}
\]
To apply Lemma 5.5 of [15] letting \(\epsilon = (C_1 N)^{-1/13}\) we have that \(\hat{K}_{p,N}(s)\) is bounded and analytic on the half disks
\[
\{ \Re(s) > \sigma_0 > 0 \} \cap \{ |\epsilon s| < 1 \}
\]
So if \(B = \sup_{|\zeta| < 1} \delta(\zeta)\) and \(\Delta t > B(C_1 N)^{-1/13}\) then by Lemma 5.5 of [15] we have the estimate
\[
\left(\Delta t \sum_{m=0}^{M} \|((\hat{K}_{p,N}(\delta \Delta t))u^i)(m \Delta t)\|_{L^2_{uc}(D)}^2\right)^{1/2} \leq C \left(\Delta t \sum_{m=0}^{M} \|((\hat{K}_{p,N}(\delta \Delta t))u^i)(m \Delta t)\|_{H^2}^2\right)^{1/2}
\]
\[
\leq C N^{-1} \|u^i\|_{H^2_{\text{loc}}(\mathbb{R}^+, H^2)}
\]
(5.19)
for \(\Delta t\) small enough.

We can now prove the main theorem of the paper. Let \(u^{s,\Delta t,N}\) denote the fully discrete convolution quadrature solution corresponding to applying convolution quadrature to the integral equation (5.9) for \(\hat{u}_{p,N}\) and having time step values \(u^{s,\Delta t,N}_m \in T_N, m = 0, 1, \ldots\).

**Theorem 5.4.** Let the conditions on \(\delta(\zeta)\) of Theorem 4.2 hold and suppose \(N\) and \(\Delta t\) are chosen so that \(\Delta t > B(C_1 N)^{-1/13}\). Suppose \(q_{c,p} \in H^2 \cap C^2(G_{2p})\). Then, provided \(u^i \in H^2_{\sigma_0}(\mathbb{R}^+, H^2(D))\) for all \(N\) large enough and \(\Delta t\) small enough where \(\Delta t = T/M\),
\[
\sum_{m=0}^{M} \left(\Delta t \|u^i(t_m, \cdot) - u^{s,\Delta t,N}_m\|_{L^2_{uc}(D)}^2\right)^{1/2} \leq C(\Delta t^p + N^{-1})
\]
where \(C\) depends on \(T\) but not on \(\Delta t\) and \(N\) where \(p\) is the order of the A-stable time stepping method.

**Remark.** The requirement that \(N(\Delta t)^{13}\) be large enough is a crushing stability condition. We do not see this in practice as we shall show in the next section. Improvement of this bound would be highly desirable.
Proof. Let \( u^{s,\Delta t} \) denote the semi-discrete convolution quadrature solution corresponding to applying convolution quadrature to the integral equation for \( \hat{u}^s \) (see (1.7)) and having time step values \( u^{s,\Delta t}_{m} \in L^2_{qc}(D) \), \( m = 0,1, \ldots \). Of course \[
\|u^s(t_m,\cdot) - u^{s,\Delta t,N}_{m}\|_{L^2_{qc}(D)} \leq \|u(t_m,\cdot) - u^{s,\Delta t}\|_{L^2_{qc}(D)} + C\|u^{s,\Delta t} - u^{s,\Delta t,N}\|_{L^2(D)}.
\]
But under the conditions of Theorem 4.2 the first term on the right hand side is estimated by \( (\Delta t)^p \) since the periodized solution and the original solution agree on \( D \) before discretization. The second term above is estimated by (5.19).

VI. NUMERICAL RESULTS

In this section we provide a preliminary numerical experiment designed to test observed convergence rates compared to those predicted in Theorem 5.4, and also test if the stability constraint in that theorem is sharp. Of course with only one special test problem, our results are at most indications for further work. The results are computed in two spatial dimensions.

The problem we shall solve is to compute the scattering of the incident field \[
\hat{u}^i(x,t) = \sin(a(t-x_1/c_0)) \exp(-b(t-x_1/c_0)^2), \quad a = 4, b = 1.4, c = 2,
\]
from a circular domain of radius 0.275. Note that the incident wave is not perfectly zero at \( t = 0 \) in \( D \). The external domain has sound speed \( c_0 = 1 \) and \( c(x) = \sqrt{2} \) in \( D \) so this also tests if the method works for \( q_c < 0 \). The final time equals \( T = 4 \).

Using the method of [7] we choose \( M \) and \( N \) and solve (5.9) for \( s = s_m = \frac{\delta(\lambda \xi^m)}{\Delta t} \), \( m = 0, \ldots, M \), where \( \delta(\xi) = (\xi^2 - 4\xi + 3)/2 \) corresponds to the choice of BDF2 in (2.3), \( \xi = \exp(-2\pi/(M + 1)) \)

and where \( \lambda < 1 \) is a stability parameter chosen as described in Remark 5.11 of [7]. It is possible that the choice of this parameter further stabilizes the scheme making the stability constraint in Theorem 5.4 unnecessary. The incident field \( \hat{u}^i \) is now chosen to be

\[
\hat{u}^i_{\lambda,m} = \sum_{j=0}^{M} \lambda^j u^i(x,t_j) \xi^{jm}, \quad m = 0, \ldots, M.
\]

This gives us \( M + 1 \) approximate solutions \( \hat{u}^s_{p,N,m} \in T_N, m = 1, \ldots, M + 1 \) where \( T_N \) is the space of two dimensional trigonometric polynomials on \( G_{2p} \) with \( p = 0.275 \) of degree \( N \) in each direction.

An important point is that because (5.9) is of the second kind, we can compute the solutions \( \hat{u}^s_m \) using a two grid iterative method (see [12]).

Once the Fourier-Laplace modes are known the time steps can be obtained approximately via

\[
u^{s,\Delta t,N,\lambda}_{m} = \frac{M+1}{\lambda^m} \sum_{j=0}^{M} \hat{u}^s_{p,N,m} \xi^{-mj}.
\]
Here the superscript emphasizes that this quantity is an approximation to the field $u_{s,\Delta t,N}$ analyzed earlier. For a detailed discussion of this approach see [7]. This includes a detailed derivation of the approximate equivalence of this solution with the original convolution quadrature solution computed by marching on in time for a boundary integral equation.

Note that $q_{c,p} \in H^0$ so we would expect to see slower than the $O(N^{-1})$ spatial convergence rate from Theorem 5.4.

In our first experiment we choose a fixed value of the spatial parameter $N$ and increase the number of time-steps $M$. The results are shown in Fig. 1. For coarse time discretizations we expect the error to be dominated by the time stepping error. As expected, convergence is second order in $\Delta t$ until a minimum error is reached, presumably due to the fixed spatial mesh. The minimum error decreases with $N$. After this the error rises gradually, perhaps reflecting the need for a stability restriction between $N$ and $\Delta t$. This should be investigated more thoroughly in three dimensions, but this outside the scope of this paper.

Our second result in Fig. 2 shows convergence for two fixed numbers of time steps $M$ as the spatial discretization parameter varies from $M = 2^2, \ldots, 2^6$. We see rapid initial convergence reminiscent of pre-asymptotic convergence for finite difference methods, then a period of roughly $O(N^{-1})$ convergence and finally a plateau presumably due to the error from time discretization. Unlike Fig. 1 the error does not rise markedly as $N$ increases after reaching a minimum value. This is consistent with our theory in that the stability constraint involves a lower bound on $\Delta t$ but $N$ is free to increase without bound.
VII. CONCLUSION

We have presented some basic theory for a time domain volume integral equation appropriate for the wave equation. This equation is coercive in an appropriate norm, and hence Convolution Quadrature can be applied to the Galerkin equations. Instead we apply a collocation scheme to discretize in space, and using a perturbation argument to obtain a convergence result with a very strong stability constraint. Our numerical results suggest that this constraint is not active (at least for our simple example). Clearly a much more thorough program of numerical testing is needed, and it would also be desirable to test a Galerkin scheme based on periodized trigonometric polynomials to avoid any question of stability constraints, and possibly improve the regularity requirements.
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