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1 Introduction

In this paper we consider the problem of analyzing the robustness of stability of nonlinear systems with time-varying perturbations. The key idea is to define a stability radius for the perturbed nonlinear system, and then to examine the related stability radii for the linearized system. Following the approach outlined in [3, 5, 21] we assume there exists a fixed point \( x^* \) of the nonlinear system, and that it is singular with respect to the perturbations, \( i.e. \) not perturbed under the perturbation class considered. For this fixed point we define the exponential stability radius. It was shown in [5] that lower and upper bounds of this stability radius can be obtained by studying the linearization in \( x^* \). We show that generically the stability radii of the nonlinear system and its linearization coincide. A brief introduction to a method for the calculation of the linear stability radius is presented.

Having thus obtained some understanding of the local problem, we go on to consider the problem of determining a robust domain of attraction for the fixed point. For nonlinear systems one basic question is that of the determination of domains of attraction of asymptotically stable fixed points. This question has received considerable attention over the last decade, see \( e.g. \) [23], [2], [17]. We discuss some topological properties of the robust domain of attraction and present an approximation scheme for its determination.

In both cases, the study of the local problem, and the study of the robust domain of attraction, it is seen that the tools of optimal control theory may be applied to yield methods of calculating both the local stability radius, and the robust domain of attraction.

We proceed as follows. In Section 2 we introduce a stability radius for nonlinear systems with time varying perturbations. The concept of a robust domain of attraction is introduced, and some remarks on the ways in which the robust domain of attraction may shrink as the admissible size of perturbations increases are made. In Section 3 we develop a local robustness theory based on the linearization of the system. It is shown that generically the linear stability radii coincide, demonstrating that generically one need only consider the linearization in order to determine the nonlinear robustness properties of the system. In Section 4 a method of calculating the nonlinear stability radius based on the methods of discounted optimal control is presented.
In Section 5 we introduce the concept of the robust domain of attraction and a few properties are discussed. In the following section we then analyze the linearization of the nonlinear systems, finding a ball of initial conditions yielding trajectories which robustly converge to the origin. The determination of the domain of attraction, however, is clearly a nonlinear problem, thus in Section 6 we characterize the robust domain of attraction in terms of an optimal control problem, and present approximations to this problems whose value functions are computable as viscosity solutions of Hamilton-Jacobi-Bellman equations. In order to improve these approximations, we suggest how to use the information provided by the linearization. From this we obtain an algorithm for which we prove convergence.

In Section 7 we summarize the results and give a short outlook on remaining problems.

2 Preliminaries

In this paper we study nonlinear systems of the form

\[ \dot{x}(t) = f_0(x(t)), \quad t \in \mathbb{R} \]
\[ x(0) = x_0 \in \mathbb{R}^n, \quad (1) \]

which are exponentially stable at a fixed point which we take to be 0. By this we mean that there exists a neighborhood $U$ of 0 and constants $c > 1, \beta < 0$ such that the solutions $\varphi(t; x, 0)$ of (1) satisfy $\|\varphi(t; x, 0)\| \leq ce^{\beta t}$ for all $x \in U$. Under the assumptions of local exponential stability it is of interest to know the domain of attraction of 0, defined by

\[ \mathcal{A}(0) := \{ x \in \mathbb{R}^n \mid \varphi(t; x, 0) \to 0, t \to \infty \}. \]

Assume that (1) is subject to perturbations of the form

\[ \dot{x}(t) = f_0(x(t)) + \sum_{i=1}^{m} d_i(t) f_i(x(t)) := F(x(t), d(t)), \quad t \in \mathbb{R}, \quad (2) \]

where the perturbation functions $f_i$ leave the fixed point invariant, i.e. $f_i(0) = 0, i = 0, 1, \ldots, m$. We assume that the vector fields $f_i$ are locally Lipschitz continuous and continuously differentiable in 0. The unknown perturbation function $d$ is assumed to take values in $D \subset \mathbb{R}^m$, where $D$ is compact, convex, with nonempty interior, and $0 \in \text{int } D$. Denote $\mathcal{D} := \{ d \in \ell^\infty(\mathbb{R}, \mathbb{R}^m) \mid d(t) \in D \text{ a. a.} \}$. Solutions to the initial value problem (2) with $x(0) = x_0$ for a particular $d$ will be denoted $\varphi(t; x_0, d)$.

It is our aim to analyze two robustness problems related to this setup. The first one is local in nature, as we study the corresponding time-varying stability radius at 0, defined by

\[ r_{tv}(f_0, (f_i)) := \inf\{ \alpha > 0 \mid \exists d \in \alpha \mathcal{D} \text{ such that (2) is not exponentially stable at 0} \}. \]

For time-invariant perturbations this problem has been studied in [21].

The second robustness problem considered is that of the domain of attraction of the unperturbed system. Given $d \in \mathcal{D}$, the domain of attraction of 0 at time $t_0 = 0$ for (2) is

\[ \mathcal{A}_d(0) := \{ x \in \mathbb{R}^n \mid \varphi(t; x, d) \to 0, t \to \infty \}. \]
A robust domain of attraction may now be defined. In the definition of the robust domain of attraction we do assume that the perturbed system is locally exponentially stable for all perturbations, i.e. \( r_{tv}(f_0, (f_i)) > 1 \).

**Definition 2.1 (D-robust Domain of Attraction)** Let \( D \subset \mathbb{R}^m \) as before and assume that \( r_{tv}(f_0, (f_i)) > 1 \). The D-robust domain of attraction of the equilibrium 0 of (2), is

\[
A_D(0) := \{ x \in \mathbb{R}^n \mid \forall d \in D, \phi(t; x, d) \to 0, t \to \infty \} = \bigcap_{d \in D} A_d(0).
\]

When studying the robustness properties of the domain of attraction the two main problems of interest are:

1. Given \( D \subset \mathbb{R}^m \), determine \( A_D(0) \).
2. Given \( A \subset A(0) \) and a perturbation set \( D \subset \mathbb{R}^m \), determine the largest \( \alpha \) such that \( A \subset A_{\alpha D}(0) \).

In the first case we are most interested in determining the robust domain of attraction, while in the second case we consider a variant of a stability radius problem. Here the focus is on the mechanism by which stability is lost. Note that if the allowable perturbations are increased there are three different scenarios with which the property \( A \subset A_{\alpha D}(0) \) is lost at some minimal \( \alpha_0 \).

1. Loss of stability at 0: i.e. \( A \subset A_{\alpha D}(0) \) for \( \alpha < \alpha_0 \) and on the other hand dist\( (A, \partial A_{\alpha D}(0)) > \delta > 0 \) for all \( 0 < \alpha < \alpha_0 \). This is the case if linear systems are considered.
2. Contraction of the domain of attraction: As \( \alpha \to \alpha_0 \) it holds that dist\( (A, \partial A_{\alpha D}(0)) \to 0 \).
3. Birth of an attractor in int \( A \): while dist\( (A, \partial A_{\alpha D}(0)) > \delta > 0 \) for all \( 0 < \alpha < \alpha_0 \) it holds that \( A \cap \partial A_{\alpha_0 D}(0) \neq \emptyset \).

An example for the last scenario is given in the following example.

**Example 2.2** Consider the following perturbed system on \( \mathbb{R} \):

\[
\dot{x} = -x + d(t)x \sin(x)
\]

with \( D = [-1, 1] \). Then, \( A_D(0) = (-\pi/2, \pi/2) \), while for \( 0 < \alpha < 1 \) we have \( A_{\alpha D}(0) = \mathbb{R} \).

In this paper we concentrate on the first question, that is determining the robust domain of attraction, and of obtaining estimates of the robust domain of attraction, i.e. determining sets which are guaranteed to lie within \( A_{\alpha D}(0) \). We begin with the analysis of the local problem, for which it is to be expected that linearization will play a vital role. This is developed in the following section.
3 Linearization Theory

As the functions $f_i$ are continuously differentiable we may study the linearization in $0$ associated with the nonlinear system (2) given by

$$\dot{x}(t) = A_0x(t) + \sum_{i=1}^{m} d_i(t)A_i x(t), \quad t \in \mathbb{R},$$

where $A_i$ denotes the Jacobian of $f_i$ in $0$, $i = 0, \ldots, m$. We abbreviate $A(d) = A_0 + \sum d_i A_i$. Solutions of (3) are denoted by $\psi(t;x,d)$.

In the analysis of the problem where constant perturbations were considered, it was seen that an examination of the movement of the eigenvalues as the system was perturbed was key in understanding the problem. It was then possible to show that generically the stability radius for the nonlinear system could be determined by considering the linearization. In the time-varying case we are considering here it is necessary to consider the Bohl exponent (or equivalently the maximal Lyapunov exponent), see [15], [3], [4]. For $d \in \mathcal{D}$, let $\Phi_d(t,s)$ denote the evolution operator of the time-varying linear system $\dot{x} = A(d(t))x(t)$. The Bohl exponent of system (3) given $d \in \mathcal{D}$ is defined by

$$\beta(d) := \inf \{ \beta \in \mathbb{R} \mid \exists M \colon \|\Phi_d(t,s)\| \leq M e^{\beta(t-s)} \forall t \geq s \geq 0 \},$$

see [8], [15] for an introduction to the properties of the Bohl exponent, in particular for the fact that exponential stability of a linear time-varying system given by $d \in \mathcal{D}$ is equivalent to $\beta(d) < 0$. We denote the maximal Bohl exponent of system (3) by

$$\beta(A_0, \ldots, A_m, D) := \max_{d \in \mathcal{D}} \beta(d),$$

where we will suppress the dependence on the matrices $(A_0, \ldots, A_m)$ and on the perturbation set $\mathcal{D}$ when these are clear from the context. In [1], [3] it is shown that the maximum is indeed attained. Furthermore if $\beta = \beta(A_0, \ldots, A_m, D) < 0$ then there exists for every $\varepsilon > 0$ an $M_\varepsilon \geq 1$ such that

$$\|\Phi_d(t,s)\| \leq M_\varepsilon e^{(\beta+\varepsilon)(t-s)}, \quad \forall t \geq s \geq 0, d \in \mathcal{D}.$$

Define the linear stability radii

$$r_{Ly}(A_0, (A_i)) = \inf \{ \alpha > 0 \mid \beta(A_0, \ldots, A_m, \alpha D) \geq 0 \},$$

$$\bar{r}_{Ly}(A_0, (A_i)) = \inf \{ \alpha > 0 \mid \beta(A_0, \ldots, A_m, \alpha D) > 0 \}.$$

The following lemma from [5] states a basic relationship between the nonlinear and the linear stability radii.

**Lemma 3.1**

$$r_{Ly}(A_0, (A_i)) \leq r_{Ls}(f_0, (f_i)) \leq \bar{r}_{Ly}(A_0, (A_i)).$$

The previous lemma gives rise to the question whether $r_{Ly}(A_0, (A_i))$ and $\bar{r}_{Ly}(A_0, (A_i))$ commonly coincide. A simple example shows that this need not always be the case.
Example 3.2 Let \( n = 2, m = 1 \) and
\[
A_0 = \begin{bmatrix} -1 & 0 \\ 0 & 0 \end{bmatrix}, \quad A_1 = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}.
\]

Clearly \( r_{Ly}(A_0, A_1) = 0 \) and \( \bar{r}_{Ly}(A_0, A_1) = 1 \).

This example is trivial in the sense, that it shows a difference for the two linear stability radii only in the case when the unperturbed linear system is not asymptotically stable. In the discrete-time case it can be shown that only such trivial examples exist. In the continuous time case it is an open question whether there are nontrivial examples. Here we will show a genericity result.

We now further develop the properties of \( r_{Ly} \) and \( \bar{r}_{Ly} \), when considered as functions of \((A_0, (A_i))\). Recall the following definitions of semi-continuity. A function \( f : \mathbb{R}^n \to \mathbb{R} \) is upper (lower) semi-continuous when, given \( f(x_0) > c \) (resp. \( f(x_0) < c \)) for some \( x_0 \in \mathbb{R}^n \) there exists a neighborhood \( U \subset \mathbb{R}^n \) of \( x_0 \) such that \( \forall x \in U, \ f(x) > c \) (resp. \( f(x) < c \)).

It is shown in [1], that the maximal Lyapunov exponent is a continuous function from the set of compact subsets of \( \mathbb{R}^{n \times n} \) endowed with the Hausdorff Metric to \( \mathbb{R} \). Here the Lyapunov exponent corresponding to a compact set \( M \subset \mathbb{R}^{n \times n} \) is defined as the one given by the differential inclusion
\[
\dot{x} \in \{Ax \mid A \in M\}.
\]

We may now prove the following semi-continuity properties for \( r_{Ly} \) and \( \bar{r}_{Ly} \), generalizing the results for time-invariant perturbations.

Lemma 3.3

(i) \( r_{Ly}(A_0; (A_i)) \) is an upper semi-continuous function of \((A_0; (A_i))\).

(ii) \( \bar{r}_{Ly}(A_0; (A_i)) \) is a lower semi-continuous function of \((A_0; (A_i))\).

Proof. Suppose that \( \alpha_0 := r_{Ly}(A_0; (A_i)) > 0 \). Then \( \forall \delta \in cD, \beta(\delta) \leq \varepsilon < 0 \). By upper semi-continuity of \( \beta(\cdot) \) (see [8]), there exists a neighborhood \( U \) of \((A_0; (A_i))\) such that for all \((B_0; (B_i)) \in U, \beta(B_0, ..., B_m, cD) \leq \varepsilon/2 < 0\), so that \( r_{Ly}(B_0; (B_i)) > \delta \). Thus \( r_{Ly} \) is upper semi-continuous.

A similar argument establishes lower semi-continuity of \( \bar{r}_{Ly} \). \( \square \)

In some situations it may be interesting to consider an extended version of the stability radius for the linearized system.

\[
\begin{align*}
r_{Ly}^e(A_0, (A_i)) &:= \inf\{\alpha > 0 \mid \beta(A_0, ..., A_m, \alpha D) \geq c\} \quad (7) \\
\bar{r}_{Ly}^e(A_0, (A_i)) &:= \inf\{\alpha > 0 \mid \beta(A_0, ..., A_m, \alpha D) > c\} \quad (8)
\end{align*}
\]

This allows measurement of the robustness of the system with respect to a guaranteed level of exponential convergence or divergence. It is straightforward to show that these new stability radii may be linked to those of (5) as follows.

Lemma 3.4 Let \( (A_0, ..., A_m) \in \mathbb{R}^{(n \times n) \times (m+1)} \), then

\[
\begin{align*}
r_{Ly}^e(A_0, (A_i)) = r_{Ly}(A_0 - cI; (A_i)), \\
\bar{r}_{Ly}^e(A_0, (A_i)) = \bar{r}_{Ly}(A_0 - cI; (A_i)).
\end{align*}
\]

The following lemma is needed in the proof of the main result of this section.
Lemma 3.5 Let $m, n \in \mathbb{N}$ and $(A_0, \ldots, A_m) \in \mathbb{R}^{[n \times n] \times m}$ be fixed. For the maps

$$g : c \mapsto r_{Ly}(A_0 - cI, (A_i)), \quad \overline{g} : c \mapsto \overline{r}_{Ly}(A_0 - cI, (A_i)),$$

the following statements hold:

(i) $g$ is upper semi-continuous, $\overline{g}$ is lower semi-continuous.

(ii) $g$ is discontinuous at $c_0$ iff $\overline{g}$ is discontinuous at $c_0$ iff $g(c_0) < \overline{g}(c_0)$.

(iii) $g, \overline{g}$ have at most countably many discontinuities.

(iv) $g(c) = \overline{g}(c)$ for all $c \in \mathbb{R}$ with the exception of at most countably many points.

Proof.

(i) Semi-continuity is an immediate consequence of Lemma 3.3.

(ii) Let $g(c_0) < \overline{g}(c_0)$ then by definition and continuity of the maximal Lyapunov exponent $g(c_0 + \varepsilon) \geq \overline{g}(c_0)$ for any $\varepsilon > 0$. Thus the assumption implies discontinuity of $g$ at $c_0$. Discontinuity of $\overline{g}$ at $c_0$ follows from $g(c_0) \geq \overline{g}(c_0 - \varepsilon)$. Conversely, let $g$ be discontinuous at $c_0$. By semi-continuity this implies that for any $\varepsilon > 0$ and a suitable constant $C$ we have $g(c_0) < C < g(c_0 + \varepsilon) \leq \overline{g}(c_0 + \varepsilon)$. Now the right hand term tends to $\overline{g}(c_0)$ as $\varepsilon \to 0$, proving $g(c_0) < C \leq \overline{g}(c_0)$. A similar argument works for $\overline{g}$.

(iii) This follows from the monotonicity of $g, \overline{g}$.

(iv) This follows from (ii) and (iii).

With the help of the previous results, it is possible to prove the following genericity result, which is the main result of this section.

Theorem 3.6 (i) For fixed $m \geq 1$ the set $\mathcal{L}$ given by

$$\{ (A_0, \ldots, A_m) | r_{Ly}(A_0, (A_i)) = \overline{r}_{Ly}(A_0, (A_i)) \}$$

is a countable intersection of open and dense sets. Furthermore, the Lebesgue measure of the complement $\mathcal{L}^c$ is 0.

(ii) For fixed $m \geq 1$ the set $\mathcal{N}$ of maps $(f_0, \ldots, f_m)$ satisfying

$$r_{Ly}(A_0, (A_i)) = \overline{r}_{Ly}(A_0, (A_i)) = r_{L^0}(f_0, (f_i))$$

contains a countable intersection of open and dense sets with respect to the $C^1$-topology on the space of $C^1$-maps $(f_0, \ldots, f_m)$ satisfying $f_0(x^*) = x^*, f_i(x^*) = 0, i = 1, \ldots, m.$
Proof. (i): We introduce the set

\[ T_0 := \{(A_0, \ldots, A_m, \alpha) \in \mathbb{R}^{(n \times n) \times (m+1)} \times \mathbb{R} \mid \beta(A_0, \ldots, A_m, \alpha D) = 0\}, \]

which is clearly closed by the continuity of the maximal Lyapunov exponent.

Note that \((A_0, \ldots, A_m, r_{Ly}) \in T_0\), and \((A_0, \ldots, A_m, r_{Ly}) \in T_0\) again by continuity of the maximal Lyapunov exponent. Thus \((A_0, \ldots, A_m) \in \mathcal{L}^c\) iff \(a, b \geq 0, a \neq b\) such that \((A_0, \ldots, A_m, a), (A_0, \ldots, A_m, b) \in T_0\). Under this condition if follows for all \(a < c < b\) that \((A_0, \ldots, A_m, c) \in T_0\).

For \(k \geq 1\) we denote

\[ T_{0,k} := \{(A_0, \ldots, A_m, \alpha) \in \mathbb{R}^{(n \times n) \times (m+1)} \times \mathbb{R} \mid \beta(A_0, \ldots, A_m, \alpha + \frac{1}{k}) \in T_0\}. \]

Thus \(\mathcal{L}^c = \bigcup_{k=1}^{\infty} Q_k\) where

\[ Q_k := \{(A_0, \ldots, A_m) \mid \exists a \geq 0 \text{ such that } (A_0, \ldots, A_m, a) \in T_0 \cap T_{0,k}\}. \]

The \(Q_k\) are projections of \(T_0 \cap T_{0,k}\) onto \(\mathbb{R}^{(n \times n) \times (m+1)}\). As \(T_0 \cap T_{0,k}\) is closed also \(Q_k\) is closed for every \(k \geq 1\). Therefore we now need to show that all of the sets \(Q_k\) that compose \(\mathcal{L}^c\) are nowhere dense in \(\mathbb{R}^{(n \times n) \times (m+1)}\). For this it is sufficient that in every neighborhood of any point in \(\mathcal{L}^c\) there exists a point that does not belong to \(\mathcal{L}^c\), as any closed set either has interior points or is nowhere dense. As any affine subspace of the form \(\{(A_0 - cI, \ldots, A_m) \mid c \in \mathbb{R}\}\) intersects \(\mathcal{L}^c\) in at most countably many points by Corollary 3.5 (iv) the assertion is proved.

In particular, this shows that \(\mathcal{L}^c\) is Lebesgue measurable, and an easy application of Fubini’s theorem in conjunction with Corollary 3.5 (iv) shows that the Lebesgue measure of \(\mathcal{L}^c\) is zero.

(ii): Note that for \((f_0, \ldots, f_m) \in \mathcal{N}\) it is sufficient that for the linearized system \((A_0, \ldots, A_m) \in \mathcal{L}\). It is thus sufficient to show that the preimage of an open and dense set under the continuous, linear map

\[ \{f_0, f_1, \ldots, f_m\} \mapsto \left\{ \frac{\partial f_0}{\partial x}(x^*), \ldots, \frac{\partial f_m}{\partial x}(x^*) \right\} \]

is open and dense. This, however, is clear by definition of the \(C^1\)-topology. \(\square\)

A consequence of the previous theorem is that other stability radii which might be defined for the nonlinear system, e.g. with respect to Lyapunov, or asymptotic stability generically coincide with the exponential stability radius.

4 Calculating the local stability radius

In this section we will briefly present a method for the calculation of the linear stability radii. It is based on an idea for the calculation of Lyapunov exponents presented in [13] and in the discrete-time case in [25]. We define the Lyapunov exponent corresponding to an initial condition \(x_0 \neq 0\) and a disturbance \(d \in \mathcal{D}\) to be

\[ \lambda(x_0, d) = \limsup_{t \to \infty} \frac{1}{t} \log \|\psi(t; x_0, d)\|. \] (11)
By [3]

\[ \beta(A_0, \ldots, A_m, D) = \max \{ \lambda(x_0, d) \mid x_0 \neq 0, d \in D \}, \]

that is \( \beta(A_0, \ldots, A_m, D) \) is equal to the maximal Lyapunov exponent of the family of time-varying systems given by (3) and the condition \( d \in D \). This is the quantity studied in [1] and [3]. We now briefly present a way for the calculation of approximations of Lyapunov exponents. Via projection onto the projective space \( \mathbb{P}^{m-1} \) we obtain (in local coordinates, which we take to be vectors of unit length) from system (3) the system

\[ \dot{s}(t) = (A(d(t)) - s(t)^TA(d(t))s(t) \cdot \text{Id}) s(t), \]

\[ s(0) = s_0 = x_0/\|x_0\| \in \mathbb{P}^{m-1}. \]

Defining the function \( q : \mathbb{P}^{m-1} \times D \to \mathbb{R}, q(s, d) = s^TA(d)s \) it is an easy calculation (see [3]) that for \( s_0 \in \mathbb{P}^{m-1}, d \in D \) we have

\[ \|\Phi_d(t, 0)s_0\| = \exp \left( \int_0^t q(\eta(s; x_0, d), d(s))ds \right). \]

Thus the Lyapunov exponent is of the form on an average yield along a trajectory of system (12), i.e.

\[ \lambda(x_0, d) = \lim_{t \to \infty} \frac{1}{t} \int_0^t q(\eta(s; x_0, d), d(s))ds, \]

where \( \eta(s; x_0, d) \) denotes the trajectory of (12). Interpreting this expression as an average yield optimal control problem on \( \mathbb{P}^{m-1} \), we introduce the following approximating functional for \( \delta > 0 \)

\[ J_\delta(x_0, d) := \int_0^\infty \delta e^{-\delta s} q(\eta(s; x_0, d), d(s))ds, \]

with associated value function \( V_\delta(D) : = \sup_{d \in D} J_\delta(x_0, d) \). For these optimal control problems it is known [11] that

\[ \kappa_\delta(D) := \max_{x \in \mathbb{P}^{m-1}} V_\delta(D) \geq \beta(A_0, \ldots, A_m, D), \]

and \( \kappa_\delta(D) \to \beta(A_0, \ldots, A_m, D) \) as \( \delta \to 0 \), but here we need more details about the corresponding rate of convergence. Recall that a set of matrices \( M \subset \mathbb{R}^{n \times n} \) is called irreducible, if only the trivial subspaces \{0\} and \( \mathbb{R}^n \) are invariant under all \( A \in M \). Recall further, that an invariant control set \( C \) of system (12) is a set with the properties

(i) For all \( x \in C \) it holds that

\[ \text{cl } O^+(x) := \{ y \in \mathbb{P}^{m-1} \mid \exists d \in D, t \geq 0 : y = \eta(t, x, d) \} = \text{cl } C. \]

(ii) \( C \) is a maximal set with property (i).

We have the following relation between these concepts.
Lemma 4.1 The following statements are equivalent

(i) The set $A(D)$ is irreducible.

(ii) Every invariant control set $C$ of (12) contains a basis of $\mathbb{R}^n$.

Proof. Assume that $C$ is an invariant control set and let $x_1, \ldots, x_i \in C$ be a basis of $V := \text{span} C$. Let $x \in V$ and $d \in D$ be arbitrary. If $x = \sum_{k=1}^{l} \gamma_k x_k$ then it follows

$$\Phi_d(t, 0)x = \sum_{k=1}^{l} \gamma_k \Phi_d(t, 0)x_k,$$

Now by invariance of $C$ the projection of the trajectories $\Phi_d(t, 0)x_k$ onto the projective space remain in $C$. This shows that any trajectory of (3) starting in $V$ remains there for all times. Hence for all $x \in V$, $d \in D$ we have $A(d)x \in V$, so that $C$ spans a subspace invariant under all $A(d), d \in D$. Now the assertion follows.

If $A(D)$ is not irreducible then there exists a coordinate transform $T$ such that for any $A \in A(D)$ we have

$$TAT^{-1} = \begin{bmatrix} A_{11} & A_{12} & \cdots & \cdots & A_{1k} \\ 0 & A_{22} & A_{23} & \cdots & A_{2k} \\ 0 & 0 & A_{33} & \cdots & \vdots \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & A_{kk} \end{bmatrix},$$

where each of the sets $A(D)_{ij} := \{A(d)_{ij}; d \in D\}, i = 1 \ldots d$ is irreducible. It is then easy to see that

$$r_{Lg}(A_0, (A_i)) = \min_{j=1, \ldots, k} r_{Lg}(A_{0,ij}, (A_{ij})).$$

thus we can constrict all considerations to the irreducible case.

The following result is shown in [13] for the case that the projected system is locally accessible, but the proof easily carries over to the following slightly more general assumption.

The set $A(\alpha D)$ is irreducible and there exists a closed maximal

(A) integral manifold of (12) that contains exactly one invariant control set.

We present it here because we need a further detail on parameter dependence that is not immediate from [13] (although it is not hard to obtain the result from the proofs presented in that reference). Assumption (A) is satisfied in particular if (12) is locally accessible. However, it is sufficient that in addition to irreducibility there exists a single matrix $A \in A(D)$ with a simple eigenvalue $\lambda_{max}$ satisfying $\Re \lambda_{max} > \Re \lambda, \lambda \in \sigma(A) \setminus \{\lambda_{max}\}$. This may be seen as follows: The existence of a closed maximal integral manifold $N$ is clear as the orbits of system (12) are orbits of a Lie group. On the other hand if $\hat{x} \in \mathbb{R}^{n-1}$ is an eigenvector corresponding to the eigenvalue $\lambda_{max}$ then it follows
from standard arguments [7] that \( \hat{x} \in \text{cl} C \) for any invariant control set in \( \mathbb{R}^{n-1} \). As the system is forward accessible on \( N \) and \( N \) is closed this implies \( \hat{x} \in C \) for any invariant control set contained in \( N \). By maximality of control sets this implies the existence of a unique invariant control set in \( N \). The existence of at least one invariant control set follows by compactness of \( N \). Furthermore the relative interior \( \text{int}_N C \) is nonempty, as the system restricted to maximal integral manifolds is locally accessible, see [7].

**Lemma 4.2** Consider system (3) and two constants \( 0 < \alpha \leq \sigma < \infty \). Assume that (A) holds for system (12) with control range \( \alpha D \) then there exists a constant \( M > 0 \) such that for all \( \alpha \in [\alpha, \sigma] \) we have

\[
\kappa_{\delta}(\alpha D) \in [\beta(\alpha D), \beta(\alpha D) + \delta M].
\]

**Proof.** Let \( N \) be the closed maximal integral manifold that contains exactly one invariant control set of (12) with control range \( \alpha D \). We denote this invariant control set by \( C_{\alpha} \). Then for every \( \alpha \in [\alpha, \sigma] \) there exists an invariant control set \( C_{\alpha} \supset C_{\alpha} \) of (12) with control range \( \alpha D \) [7]. By Lemma 4.1 we may fix a basis \( x_1, \ldots, x_n \in \text{int}_N C_{\alpha} \). Define

\[
A := \max_{x \in \mathbb{R}^{n-1}, d \in \alpha D} |q(x, d)|.
\]

As \( C_{\alpha} \) is the only invariant control set in the compact manifold \( N \) it follows that for all \( x \in N \) we have \( \hat{O}(x) \cap C \neq \emptyset \) and \( T \) defined as follows is finite

\[
T := \max_{k=1, \ldots, n} \sup_{x \in N} \inf_{t \geq 0} \{ t \geq 0 : \exists d \in \alpha D \text{ such that } \eta(t, x, d) = x_k \}.
\]

We claim that for any \( k = 1, \ldots, n, \alpha \in [\alpha, \sigma] \) and \( d \in \alpha D \) we have for all \( t > 0 \)

\[
\frac{1}{t} \int_0^t q(\eta(s; x_k, d), d(s)) ds \leq \beta(\alpha D) + \frac{2AT}{t}.
\]

Assume to the contrary the existence of \( d \in \alpha D \) and a \( t > 0 \) such that

\[
\frac{1}{t} \int_0^t q(\eta(s; x_k, d), d(s)) ds > \beta(\alpha D) + \frac{2AT}{t},
\]

and denote \( y = \eta(t, x_k, d) \), then there exists a control \( d_1 \in \alpha D \) such that \( x_k = \eta(t_1, y, d_1) \) for some \( t_1 \leq T \). Denoting the concatenation of the controls \( d(\cdot)|_{[0, t]} \) and \( d_1(\cdot)|_{[t_1, t_2]} \) by \( d_2 \) and extending \( d_2 \) periodically to \( \mathbb{R} \) we obtain with \( t_2 = t + t_1 \)

\[
\lambda(x_k, d_2) = \frac{1}{t_2} \int_0^{t_2} q(\eta(s; x_k, d_2), d_2(s)) ds > \frac{t}{t_2} \beta(\alpha D) + \frac{2AT}{t_2} - \frac{A t_1}{t_2} \geq \beta(\alpha D).
\]

This contradicts the definition of \( \beta \). Now the assertion follows as in Section 5 of [13].

As \( \beta(\alpha D) \) is monotonically increasing in \( \alpha \) and \( \beta(r_{Ly}(A_0, (A_i))) \) it follows that

\[
c(D) := \liminf_{h \downarrow 0} - \frac{\beta((r_{Ly}(A_0, (A_i))) - h) D}{h} \geq 0.
\]

The number \( c(D) \) may be interpreted as the supremum of the gradients of those linear functions that have their zero in \( r_{Ly}(A_0, (A_i)) \) and are larger than \( \beta \) on some interval of the form \([a, r_{Ly}(A_0, (A_i))]\), where \( a < r_{Ly}(A_0, (A_i)) \).
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Theorem 4.3 Consider system (3) and assume that (A) holds for some \( \alpha < r_{Ly}(A_0, (A_i)) \), then the following properties hold.

(i) For all \( \delta > 0 \) it holds that
\[
r_{Ly}(A_0, (A_i)) \geq r_{\delta}(A_0, D) := \inf\{\alpha > 0 \mid \kappa_{\delta}(\alpha D) \geq 0\}. \tag{15}
\]

(ii) \( r_{Ly}(A_0, (A_i)) = \lim_{\delta \to 0} r_{\delta}(A_0, D) \).

(iii) If \( c(D) > 0 \) then there exist \( \delta > 0 \) and a constant \( M > 0 \) such that for all \( 0 < \delta < \tilde{\delta} \)
\[
r_{Ly}(A_0, (A_i)) - r_{\delta}(A_0, D) \leq \delta M.
\]

Proof.

(i) If \( \alpha > r_{Ly}(A_0, (A_i)) \), then \( 0 \leq \beta(\alpha D) \leq \kappa_{\delta}(\alpha D) \) by Lemma 4.2. Thus \( \alpha \geq r_{\delta}(A_0, D) \).

(ii) If \( \alpha < r_{Ly}(A_0, (A_i)) \), then \( \beta(\alpha D) < 0 \) and by Lemma 4.2 there exists a \( \delta_\alpha \) such that for all \( 0 < \delta < \delta_\alpha \) it holds that \( \kappa_{\delta}(\alpha D) < 0 \), and therefore for \( 0 < \delta < \delta_\alpha \) it follows that \( \alpha \leq r_{\delta}(A_0, D) \leq r_{Ly}(A_0, (A_i)) \). Letting \( \alpha \) tend to \( r_{Ly}(A_0, (A_i)) \) from below shows the assertion.

(iii) Choose \( \varepsilon > 0 \) small enough such that \( c := c(D) - \varepsilon > 0 \). Then there exists an \( \eta > 0 \) such that for all \( \alpha \in [r_{Ly}(A_0, (A_i)) - \eta, r_{Ly}(A_0, (A_i))] \) we have
\[
\beta(\alpha D) < c(\alpha - r_{Ly}(A_0, (A_i))).
\]

By Lemma 4.2 for every \( \alpha \in [r_{Ly}(A_0, (A_i)) - \eta, r_{Ly}(A_0, (A_i))] \) there exists an \( M_\alpha > 0 \) such that
\[
\kappa_{\delta}(\alpha D) \leq c(\alpha - r_{Ly}(A_0, (A_i))) + M_\alpha \delta.
\]

Let \( M := \sup\{M_\alpha \mid \alpha \in [r_{Ly}(A_0, (A_i)) - \eta, r_{Ly}(A_0, (A_i))]\} \) and denote the zero of the right hand side in the above equation by
\[
\tilde{r}_{\delta} := r_{Ly}(A_0, (A_i)) - \frac{M}{c(D) - \varepsilon} \delta \leq r_{\delta}(A_0, D).
\]

Then for all \( 0 < \delta < \delta' \) small enough so that \( M_\delta c^{-1} < \eta \) we obtain
\[
r_{Ly}(A_0, (A_i)) - r_{\delta}(A_0, D) \leq r_{Ly}(A_0, (A_i)) - \tilde{r}_{\delta} = \frac{M}{c} \delta.
\]

\[ \Box \]

The time varying stability radius may thus be calculated by applying Theorem 4.3. A description of the actual mathematical background for the calculation of the objects defined in this section can be found in [9, 10, 12] and references therein.
5 Robust Domains of Attraction

We now turn our attention to a study of the robust domain of attraction. After determining some properties of such sets, we study the problem of determining a ball about the origin which is guaranteed to be in the robust domain of attraction.

We now collect some properties of the robust domain of attraction $A_D(0)$. It is maybe surprising, that these resemble closely the properties of domains of attraction of fixed points of unperturbed systems, [14]. For our proofs, we need the following slight extensions of the results in [14] and [24].

**Lemma 5.1** Let $0$ be an asymptotically stable fixed point of the unperturbed system (1). Let $W$ be an open subset of $A(0)$ with $0 \in W$ that is invariant under (1). Then $W$ is connected and contractible to zero. If $f_0$ is of class $C^r$, then there exists a $C^r$ diffeomorphism from $W$ to $\mathbb{R}^n$.

For the proof of the preceding lemma we recall the following basic lemma from [18].

**Lemma 5.2** Let $M$ be a paracompact manifold such that every compact subset is contained in an open set which is diffeomorphic to $\mathbb{R}^n$. Then $M$ is diffeomorphic to $\mathbb{R}^n$.

**Proof.** (of Lemma 5.1) Let $V \subset W$ be a connected neighborhood of 0. By definition for each $x \in W$ we have $\varphi(t;x,0) \in V$ for all $t$ large enough. This shows connectedness of $W$. In the following we denote image of a set $V$ under the flow of (1) by $\varphi(\cdot;V)$. To complete the proof let $K$ be an arbitrary compact subset of $W$. We choose a relatively compact neighborhood of $K$ that is invariant under (1) as follows: Choose a relatively compact neighborhood $V$ of 0 contained in $A(0)$ that is invariant under (1). This exists as a sublevel set of a Lyapunov function. Then for some $T > 0$ we have $K \subset \varphi(-T;V)$, and $\varphi(-T;V)$ is relatively compact and invariant. Hence $V_2 := W \cap \varphi(-T;V)$ is a relatively compact open neighborhood of $K$. For $\varepsilon > 0$ small enough the set $\varphi(\varepsilon;V_2)$ is still an open neighborhood of $K$ with the property that $\text{cl}(\varphi(\varepsilon;V_2)) \subset W$. Now choose a $C^r$ function $\alpha: \mathbb{R}^n \to \mathbb{R}_+$ with the property $\alpha|_{\text{cl}(\varphi(\varepsilon;V_2))} \equiv 1$ and $\alpha|_{\mathbb{R}^n \setminus W} \equiv 0$ and consider the system

$$\dot{x} = \alpha(x)f_0(x), \quad (16)$$

and denote the corresponding flow by $\tilde{\varphi}$. Choose $\varepsilon > 0$ such that $B(0,\varepsilon) \subset W$. Then for some $T > 0$ we have $K \subset \tilde{\varphi}(-T;B(0,\varepsilon))$. On the other hand by construction of $\alpha$ it follows that $\tilde{\varphi}(-T;B(0,\varepsilon)) \subset W$ and $\tilde{\varphi}(-T;B(0,\varepsilon))$ is diffeomorphic to $\mathbb{R}^n$ via the diffeomorphism induced by the flow of (16). This completes the proof. $\square$

Let us briefly recall that system (2) with a perturbation set $D$ is called locally uniformly asymptotically stable, if for every $\varepsilon > 0$ there exists a $\delta > 0$ such that $\|x\| < \delta$ implies $\|\varphi(t;x,d)\| < \varepsilon$ for all $t > 0, d \in D$ and if there exists a neighborhood $U$ of 0 such that for all $x \in U$ we have $\varphi(t;x,d) \to 0$ uniformly in $d$ as $t \to \infty$.

**Proposition 5.3** Consider system (2) and assume that 0 is locally uniformly asymptotically stable for the perturbation set $D$, then

(i) $x_0 \in A_D(0) \iff \lim_{t \to \infty} \sup_{d \in D} \|\varphi(t;x_0,d)\| = 0$.

(ii) $A_D(0)$ is an open, connected, invariant set.
(iii) $\text{cl} \mathcal{A}_D(0)$ is an invariant set.

(iv) $\mathcal{A}_D(0)$ is contractible to 0.

(v) If for some $d \in D$ $f(d)$ is of class $C^r$, then $\mathcal{A}_D(0)$ is $C^r$-diffeomorphic to $\mathbb{R}^n$.

(vi) For every $x \in \partial \mathcal{A}_D(0)$ there exists $d \in D$ such that $\varphi(t;x,d) \in \partial \mathcal{A}_D(0)$ for all $t \geq 0$.

\textbf{Proof.}

(i) Clearly we need only show $\Rightarrow$. Assume that $x \in \mathcal{A}_D(0)$ and there exist sequences $\{d_k\} \subset D$, $T_k \to \infty$ and $\varepsilon > 0$ such that $\|\varphi(T_k, x, d_k)\| > \varepsilon > 0$ for all $k \in \mathbb{N}$. By uniform stability there exists a $\delta > 0$ such that $\|z\| < \delta$ implies $\|\varphi(t, z, d)\| < \varepsilon$ for all $d \in D, t \geq 0$. Without loss of generality $d_k \to d \in D$ in the weak-$*$ topology on $D$. By assumption there exists a $t_0$ such that $\|\varphi(t_0, x, d_k)\| < \delta$. As $\varphi(t_0, x, d_k) \to \varphi(t_0, x, d)$ this means for all $k$ large enough $\|\varphi(t, x, d_k)\| < \varepsilon$ for $t \geq t_0$, a contradiction.

(ii) By assumption there is an open neighborhood $V$ of 0 contained in $\mathcal{A}_D(0)$. By definition from each $x \in \mathcal{A}_D(0)$ there exists a trajectory $\varphi(\cdot, x, d)$ entering $V$. This shows connectedness. To prove invariance assume that for some $x \in \mathcal{A}_D(0), d_1 \in D$ there exists a $t > 0$ such that $y := \varphi(t; x, d_1) \notin \mathcal{A}_D(0)$. This implies the existence of $d_2 \in D$ such that $\varphi(t, y, d_2) \notin 0$. But then for the concatenation $d$ given by $d[0,t] \equiv d_1, d\|_{(t,\infty]} \equiv d_2 (\cdot - t)$ it follows that $\varphi(t; x, d) \not\to 0$ contradicting the choice of $x$. Finally, to prove that $\mathcal{A}_D(0)$ is open, assume the contrary and let $x \in \mathcal{A}_D(0)$ and assume we are given a sequence $x_k \to x$ with $x_k \notin \mathcal{A}_D(0)$. Then there exist controls $d_k$ such that $\varphi(t; x_k, d_k) \not\to 0$. As in (i) this leads to a contradiction.

(iii) If for some $x \in \text{cl} \mathcal{A}_D(0)$ and $d \in D$ we have $\varphi(t; x, d) \notin \text{cl} \mathcal{A}_D(0)$ then by continuous dependence on initial conditions we have that $\mathcal{A}_D(0)$ is not invariant, contradicting (ii).

(iv) This follows from Lemma 5.1.

(v) This is a consequence of (ii) and Lemma 5.1.

(vi) This follows by definition as $\mathcal{A}_D(0)$ is open and $\text{cl} \mathcal{A}_D(0)$ is invariant.

The first question to consider is under which conditions $\mathcal{A}_D(0)$ contains a neighborhood of 0, that is to give a sufficient condition for local uniform stability of system (2). To examine this question we use the linearization (3) of (2) at 0 with maximal Bohl exponent $\beta(A_0, \ldots, A_m, D)$. By [8, Th. VII.1.3] the Bohl exponent is upper semi-continuous even under nonlinear perturbations. Thus:

\textbf{Lemma 5.4} Consider (2) with linearization (3).

(i) If $\beta(A_0, \ldots, A_m, D) < 0$ then $\mathcal{A}_D(0)$ contains an open neighborhood of 0.

(ii) If $\beta(A_0, \ldots, A_m, D) > 0$ then $0 \in \partial \mathcal{A}_D(0)$.

The following example shows that for the case $\beta(A_0, \ldots, A_m, D) = 0$ both situations are possible.
Example 5.5 Let $A_0, A_1, \ldots, A_m \in \mathbb{R}^{n \times n}$ and $D \subset \mathbb{R}^m$ be such that the maximal Bohl exponent $eta(A_0, A_1, \ldots, A_m, D) = 0$ and consider the systems
\begin{equation}
\dot{x} = -x(t) < x(t), x(t) > + \left(A_0 + \sum_{i=1}^{m} d_i(t) A_i \right) x(t) \tag{17}
\end{equation}
\begin{equation}
\dot{x} = x(t) < x(t), x(t) > + \left(A_0 + \sum_{i=1}^{m} d_i(t) A_i \right) x(t) \tag{18}
\end{equation}
By [1] there is a norm $v$ on $\mathbb{R}^n$ that is a Lyapunov function for the linearization
\[ \dot{x} = \left(A_0 + \sum_{i=1}^{m} d_i(t) A_i \right) x(t) \]
in the following sense. Denote the dual norm by $v^*$. Then for any $x, y$ with $v(x) = 1, v^*(y) = 1$ and $< x, y > = 1$ it holds that $< A(d)x, y > \leq 0$ for all $d \in D$ and so that for each $x$ there exists a $y$ and $d \in D$ with $< A(d)x, y > = 0$. By homogeneity of the norm we obtain for the chosen pair $x, y$ that $< -x(t) < x(t), x(t) > + A(d)x, y > < 0$ for system (17). This shows that $v$ is a global Lyapunov function for (17) and hence $A_D(0) = \mathbb{R}^n$. Similarly, for (18) one obtains that $A_D(0) = \{0\}$.

By the results of the previous Section 3 the point where the Bohl exponent does not indicate whether $0 \in \text{int}A_D(0)$ is exactly the perturbation intensity at which the system becomes exponentially unstable.

Furthermore the linearization can be used to obtain a more precise statement on the size of the ball contained in $A_D(0)$, which is a consequence of [8, Th.VII.1.3]. To this end denote $L(D) := \max_{d \in D} \|A(d)\|$. 

Lemma 5.6 Let $\beta(A_0, \ldots, A_m, D) < \beta < 0$ and $M \beta \geq 1$ such that (4) is satisfied and fix $\beta < \beta < 0$ and $M > M \beta$. Let $h > 0$, $q > 0$ be such that
\[ 1 - M \beta e^{-(\beta - \beta')} h > 0 \]
and
\[ qh e^{(2L(D) + q + \beta')h} = \min\{M - M \beta, 1 - M \beta e^{-(\beta - \beta') h}\}. \]
If $\|F(x, d) - A(d)x\| < q$ for all $x \in B(0, \varepsilon), d \in D$ then
\[ \|\varphi(t; x, d)\| \leq M e^{\beta'h} \|x\|, \quad \forall x \in B(0, \varepsilon/M), d \in D. \]
In particular, it follows that $B(0, \varepsilon/M) \subset A_D(0)$.

6 An optimal control characterization of the robust domain of attraction

In this section we present an optimal strategy for the approximation of the robust domain of attraction. This is motivated as follows. By definition we have
\[ x_0 \in A_D(0) \iff \forall d \in D \lim_{t \to \infty} \|\varphi(t; x_0, d)\| = 0, \]
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Assuming that $\beta(A_0, \ldots, A_m, D) < 0$ and applying Lemma 5.4 we obtain immediately that
\[ x_0 \in A_D(0) \iff \forall d \in D, \quad \limsup_{t \to \infty} \|\varphi(t; x_0, d)\| = 0 \]  
(19)

Motivated by Proposition 5.3 (i), the domain of attraction can thus be characterized via the following optimization problem. Define
\[ J_0(x, d) := \limsup_{t \to \infty} \|\varphi(t; x, d)\| \]
and the corresponding value function
\[ v_0(x) = \sup_{d \in D} J_0(x, d), \]
then $A_D(0) = v_0^{-1}(0)$. In other words, there clearly exists a $c > 0$ such that $x \notin A_D(0)$ implies that $v_0(x) > c$.

The problem with this value function is obviously its discontinuity at the boundary of $A_D(0)$. As $v_0$ is hard to calculate we use a the approximation scheme already introduced in Section 4. For $\delta > 0$ define
\[ J_\delta(x, d) := \int_0^\infty e^{-\delta t} \|\varphi(t; x, d)\| dt \]
with value function $v_\delta(x) = \sup_{d \in D} J_\delta(x, d)$. Note that $v_\delta$ is continuous w.r.t. $x$.

Although it is not generally true that $v_\delta$ is strictly decreasing w.r.t. $\delta$, it is possible to obtain a convergence result. For $M \geq 1$ and $0 > \beta > \beta(A_0, \ldots, A_m, D)$ denote
\[ X(M, \beta) := \{ x \mid \forall t > 0 : \sup_{d \in D} \|\varphi(t; x_0, d)\| \leq Me^{\beta t} \} \]
Note that $A_D(0) \subset X(M, \beta)$. We note the following properties of $X(M, \beta)$.

**Proposition 6.1** Consider (2) with linearization (3) and assume that $\beta(A_0, \ldots, A_m, D) < \beta < 0$, then

(i) $A_D(0) = \bigcup_{M \geq 1} \text{int} \ X(M, \beta)$,

(ii) $x \in X(M, \beta) \Rightarrow v_\delta(x) \leq M \frac{\delta}{\delta - \beta}$.

**Proof.** (i) Note that by Lemma 5.6 for some $M_0$ large enough and some $\varepsilon > 0$ we have $B(0, \varepsilon) \subset \text{int} \ X(M_0, \beta)$. Let $x \in A_D(0)$. By Proposition 5.3 (i) there exists a $T > 0$ such that for all $d \in D$ we have $\varphi(T; x, d) \in B(0, \varepsilon/(2M_0))$. It follows that for a relatively compact neighborhood $U$ of $x$ we have $\varphi(T; y, d) \in B(0, \varepsilon/M_0)$ for all $y \in U, d \in D$. Defining $M := \max\{M_0, e^{-\beta T} \cdot \sup_{d \in D} \|\varphi(t; y, d)\| \mid t \in [0, T], d \in D, y \in cU\}$ we have that $U \subset X(M, \beta)$ as desired.

(ii) This follows from
\[ v_\delta(x) = \sup_{d \in D} J_\delta(x, d) \leq \sup_{d \in D} \int_0^\infty e^{-\delta t} Me^{\beta t} = M \frac{\delta}{\delta - \beta} \]
\[ \square \]
Corollary 6.2 Consider (2) with linearization (3).

\[ v_\delta \to v_0 \text{ uniformly on compact subsets of } A_D(0) \text{ as } \delta \to 0. \]

Proof.
Let \( K \subset A_D(0) \) be compact and fix \( 0 > \beta > \beta(A_0, \ldots, A_m, D) \), then by compactness and Proposition 6.1 (i) there exists an \( M \), such that \( K \subset X(M, \beta) \). Now the assertion follows from Proposition 6.1 (ii).

The previous statement implies that \( v_\delta \) converges linearly on compact subsets of \( A_D(0) \) to 0. To obtain an estimate for \( A_D(0) \) define

\[ A(\delta, \varepsilon) := \{ x \in \mathbb{R}^n \mid v_\delta(x) < \varepsilon \}. \]

Then we have

**Proposition 6.3** Consider (2) and assume that \( \beta(A_0, \ldots, A_m, D) < 0 \) then for all \( 0 < \varepsilon \leq c_0 := \text{dist}(0, \partial A_D(0)) \)

\[ A_D(0) = \bigcup_{\delta > 0} A(\delta, \varepsilon) = \bigcup_{\delta > 0} A(\delta, \varepsilon), \quad \forall \delta^* > 0 \]

Proof. This is an immediate consequence of Proposition 6.1 as we have for any \( M \geq 1 \) and \( \beta(A_0, \ldots, A_m, D) < 0 \) and \( \delta > 0 \) small enough that \( X(M, \beta) \subset A(\delta, \varepsilon) \).

In general, information about \( c_0 \) amounts to the solution of the original problem itself, so we need a lower bound on \( c_0 \). Using the quantities introduced in Lemma 5.6, assume that \( \| F(x, d) - A(d)x \| < q \) for all \( x \in B(0, \varepsilon), d \in D \), then \( B(0, \varepsilon/M) \subset A_D(0) \) and so \( \varepsilon/M \leq c_0 \) is the lower bound we require.

In order to use the information provided by Proposition 6.3 we have to obtain estimates for the quantities \( \beta(A_0, \ldots, A_m, D) \) and \( M_\beta \) as used in Lemma 5.6, from these the quantities \( q \) and \( \varepsilon \) are determinable and Proposition 6.3 is then applicable.

In order to estimate \( \varepsilon \) and \( M \), we need some information about the local growth properties of the perturbed system. Via Lemma 5.6 these may be obtained by examining the linearization at 0, defined in Section 3. In the following we use the notation of Section 4, where one problem has already been discussed, namely that of approximating the maximal Bohr exponent. Thus if \( \beta(A_0, \ldots, A_m, D) < 0 \), then choosing \( \delta > 0 \) small enough in the optimization problem defined by (14) we can obtain \( 0 > \kappa_\delta(D) > \beta(A_0, \ldots, A_m, D) \). It remains to obtain a constant \( M \), such that (4) is satisfied.

Let \( 0 > \kappa > \kappa_\delta(D) \). By (13) it is sufficient to find \( T > 0 \) such that

\[ \sup_{\| x \| = 1} \int_0^T q(\psi(s; x, d), d(s)) - \kappa ds < 0 \]

Then it follows that \( \| \Phi_d(T, 0) \| \leq e^{\kappa T}, \forall d \in D \), and so

\[ \| \Phi_d(t, 0) \| \leq e^{L(D)T} e^{\kappa t}, \forall d \in D, \forall t > 0 \]

Note that in order to find \( T \), the value function \( v_\delta \) that has already been calculated can be used, and it is sufficient to find \( T \) such that

\[ \sup_{\| x \| = 1} \int_0^T \delta e^{-\delta s}(q(\psi(s; x, d), d(s)) - \kappa)ds < 0 \quad (20) \]
Note that solvability of (20) depends on the fact that $\kappa > \kappa_{\delta}(D)$, as for $\kappa_{\delta}(D)$, the expression on the left is always nonnegative.

With the estimates obtained so far, we are now in a position to describe an algorithm for determining $A_D(0)$, which is the main contribution of this section.

**Algorithm 6.4** Given $f_0, \ldots, f_m$ and $D$ such that $\beta(A_0, \ldots, A_m, D) < 0$:

1. Calculate $\kappa_{\delta}$ for small $\delta$, such that $\kappa_{\delta} < 0$.
2. With the data $\kappa_{\delta}, M$ satisfying (4), determine a ball $B(0, \varepsilon)$ contained in $A_D(0)$ via Lemma 5.6.
3. Let $\varepsilon_0 = \varepsilon$, $A_0 = B(0, \varepsilon)$.
4. Determine the value function $v_{\delta, k}$ associated with the cost functional

$$ J_{\delta, k}(x, d) := \int_0^\infty \delta e^{-\delta t} g_k(\varphi(t; x, d))dt, \quad (21) $$

where $g_k(x) = \|x\|$ if $\|x\| \notin \hat{A}_k$, $g_k(x) = 0$, otherwise.
5. Determine $\varepsilon_{k+1}$ such that $B(0, \varepsilon_{k+1}) \subset \hat{A}_{k+1} := \{v_{\delta, k}^{-1}(0, \varepsilon_{k})] \cup B(0, \varepsilon)$. Continue with step 4.

**Theorem 6.5** Consider system (1) with perturbation structure (2). If $\beta(A_0, \ldots, A_m, D) < 0$ then the sets $\hat{A}_k, k = 1, 2, \ldots$ generated by Algorithm 6.4 form a monotonically increasing sequence such that $\cup_{k=0}^\infty \hat{A}_k = A_D(0)$.

**Proof.** Note that it is clear by definition that $\hat{A}_0 \subset \hat{A}_1$ and $g_1 \leq g_0$. Thus we may proceed by induction assuming that $\hat{A}_0 \subset \ldots \hat{A}_{k-1} \subset \hat{A}_k$ and $g_0 \geq \ldots g_{k-1} \geq g_k$. With this we obtain for $x \in \hat{A}_k$,

$$ \sup_{d \in \mathcal{D}} \int_0^\infty \delta e^{-\delta t} g_k(\varphi(t; x, d))dt \leq \sup_{d \in \mathcal{D}} \int_0^\infty \delta e^{-\delta t} g_{k-1}(\varphi(t; x, d))dt \leq \varepsilon_{k-1} \leq \varepsilon_k. $$

It follows that $x \in \hat{A}_{k+1}$. So $\hat{A}_k \subset \hat{A}_{k+1}$ and consequently, $g_k \geq g_{k+1}$.

Let $x \in A_D(0)$ and assume $x \notin \hat{A}_1$, as there is nothing to show otherwise. Define

$$ T := \sup\{t \mid \exists d \in \mathcal{D} : \phi(t, x, d) \notin \hat{A}_1\} $$

Note that $T$ is finite by Proposition 5.3 (i) and the fact that $B(0, \varepsilon) \subset \hat{A}_1$. Let

$$ \mathcal{O}^+_{\leq t}(x) := \{y \in \mathbb{R}^m \mid \exists d \in \mathcal{D}, 0 \leq s \leq t : y = \phi(s, x, d)\}. $$

Note that $\mathcal{O}^+_{\leq T}(x)$ is compact and let $R$ be such that $\mathcal{O}^+_{\leq T}(x) \subset B(0, R)$. Let

$$ h = -\frac{\log(1 - \varepsilon/R)}{\delta}, $$

then it follows for $y \in \mathcal{O}^+_{\leq T}(x) \setminus \mathcal{O}^+_{\leq T-h}(x)$ that

$$ h \geq \sup\{t \mid \exists d \in \mathcal{D} : \phi(t, y, d) \notin \hat{A}_1\}, $$

17
as otherwise we have an immediate contradiction to the definition of $T$. It follows that for any $d \in \mathcal{D}$ we have

$$
\int_0^\infty \delta e^{-\delta t} g_k(\phi(t, y, d)) dt \leq \int_0^h \delta e^{-\delta t} Rd t = R(1 - e^{-\delta h}) = \varepsilon .
$$

This implies $\mathcal{O}^T_{\preceq T}(x) \setminus \mathcal{O}^T_{\preceq T-h}(x) \subset \hat{A}_2$. Continuing this argument we see that $x \in \hat{A}_k$ where $k$ is such that $kh > T$. \hfill \Box

**Remark 6.6**

(i) A useful stopping criterion can be applied in step 5 as follows: If $\varepsilon_k - \varepsilon_{k+1}$ is bigger than some threshold go to 4. Otherwise, determine whether to decrease $\delta$ and go to 4 or stop, depending on the size of $\delta$.

(ii) In practice we would suggest to stop the algorithm in step 1 if $\kappa_\delta \geq 0$ for reasonably small $\delta$. The reason for that is that although the nonlinear system may be exponentially stable, the Bohl exponent of the linearization is so small that the system is unlikely to be robustly stable in a meaningful sense.

(iii) The reason for choosing the particular form of $g_k$ (21) is that once a trajectory enters $\hat{A}_k$, it will robustly converge to 0, and thus there is no longer any need to penalize it in the cost.

(iv) Note that by construction $\hat{A}_k \subset A_D(0)$, thus the algorithm supplies an inner approximation of the robust domain of attraction.

7 Conclusion

In this paper we have studied the robustness of stability of a class of perturbed nonlinear systems, both from a local and a semi-global perspective.

First we introduced time-varying stability for nonlinear systems. Using linearization techniques and spectral theory for time-varying linear systems it was shown that the nonlinear stability radius equals the linear stability radii provided exponential stability of the unperturbed system holds. A scheme for the calculation of the time varying stability radius has been proposed, based on discounted optimal control.

Additionally we have discussed robust domains of attraction of singular fixed points. A scheme for the approximation of the robust domain of attraction has been presented. This involves the calculation of approximations of the maximal Bohl exponent of the linearized system and subsequently the solution of an optimal control problem given by the nonlinear system. In this way a sequence of interior approximations to the robust domain of attraction is produced, each approximation being contained in the next.
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