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Abstract

In this paper, we investigate sparsity regularization for the diffusion coefficient identification problem. Here, the regularization method is incorporated with the energy functional approach. The advantages of our approach are to deal with convex minimization problems. Therefore, the well-posedness of the problem is obtained without requiring regularity property of the parameter. The convexity of regularized problems also allows to use the fast algorithms developed recently. Furthermore, the convergence rates of the method are obtained under a simple source condition.

The main results of the paper are the well-posedness and convergence rates of sparsity regularization. We also obtain some new results of the continuity and the differentiability of related operators.
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1 Introduction

The diffusion coefficient identification problem is to identify the coefficient \( \sigma \) in the equation

\[
- \text{div} (\sigma \nabla \phi) = y \text{ in } \Omega, \phi = 0 \text{ on } \partial \Omega
\]  

(1)

from noisy data \( \phi^\delta \in H^1_0(\Omega) \) of \( \phi \) such that

\[
\| \phi^* - \phi^\delta \|_{H^1(\Omega)} \leq \delta. \quad (\delta > 0)
\]

This problem has attracted great attention of many researchers. For surveys on this problem, we refer to [14, 34, 10, 22, 28, 23, 7, 32, 1, 6] and the references therein. It is well-known that the problem is ill-posed and thus need to be regularized. There have been several regularization methods proposed. Among of them, Tikhonov regularization [14, 9] and the total variational regularization [34, 5] are most popular.

In some applications, the coefficient \( \sigma^* \), which needs to be recovered, has a sparse presentation, i.e. the number of nonzero components of \( \sigma^* - \sigma^0 \) are finite in an orthonormal basis (or frame) of \( L^2(\Omega) \). The sparsity of \( \sigma^* - \sigma^0 \) promotes to use sparsity regularization.

Sparsity regularization has been of interest by many researchers for the last years. The well-posedness and some convergence rates of the method have been analyzed for linear inverse problems [8] as well as for nonlinear inverse problems [13]. Some numerical algorithms have also been proposed [24, 8, 4, 3, 27, 2]. It is shown that sparsity regularization is simple for use and very efficient for inverse problems with sparse solutions. This method has been investigated and applied very successfully to some fields such as for compressive imaging [11, 30, 31, 33] and electrical impedance tomography [20, 12, 19].

Note that it is possible to apply the least squares approach in [13] for our problem. However, it is not clear that the operator \( F_\mathcal{D} (\cdot) y \), the solution operator of (1), is weakly sequentially closed in \( L^2(\Omega) \) without additional conditions. Therefore, if the least squares approach in [13] is applied, it needs further conditions. Moreover, this approach leads to a non-convex minimization problem and the source conditions are difficult to be checked for the problem, see e.g. [14].
To overcome this shortcoming, we use the energy functional approach incorporating with sparsity regularization, i.e. considering the minimization problem

$$\min_{\sigma \in \mathcal{A}} F_{\phi^\delta}(\sigma) + \alpha \Phi(\sigma - \sigma^0),$$

where $\mathcal{A}$ is an admissible set defined by

$$\mathcal{A} = \{ \sigma \in L^\infty(\Omega) : \lambda \leq \sigma \leq \lambda^{-1} \text{ a.e. on } \Omega, \ \text{supp} (\sigma - \sigma^0) \subset \Omega' \subset \subset \Omega \},$$

with a given constant $\lambda \in (0, 1)$ and $\Omega'$ being an open set with the smooth boundary that contained compactly in $\Omega$, $\alpha > 0$ is a regularization parameter, $\sigma^0$ is the background value of $\sigma$, and

$$F_{\phi^\delta}(\sigma) := \int_{\Omega} \sigma |\nabla (F_D(\sigma)(y - \phi^\delta))|^2 \, dx,$$

$$\Phi(\vartheta) := \sum \omega_k |\langle \vartheta, \varphi_k \rangle|^p, \quad (1 \leq p \leq 2),$$

where $\{\varphi_k\}$ is an orthonormal basis (or frame) of $L^2(\Omega)$ and $\omega_k \geq \omega_{\text{min}} > 0$ for all $k$.

We will prove that problem (2) is convex and well-posed, and under the condition that there exists $w^*$ such that $\xi = (F_D(\sigma^+) y^*) w^* \in \partial \Phi(\sigma^+ - \sigma^0)$, the convergence rates

$$D_\xi \left( \sigma_{\alpha, \delta}^p, \sigma^+ \right) = O(\delta) \quad \text{and} \quad \left\| \sigma_{\alpha, \delta}^p - \sigma^+ \right\|_{L^2(\Omega)} = O\left( \sqrt{\delta} \right) \quad (1 \leq p \leq 2),$$

are obtained as $\delta \to 0$ and $\alpha \sim \delta$. Here, $\sigma_{\alpha, \delta}^p$ is a minimizer of (2) and $\sigma^+$ is a $\Phi$-minimizing solution of the diffusion coefficient identification problem.

Comparing the standard conditions in [13] and the references therein, our source condition is very simple and does not require the smallness. Furthermore, the objective functional in (2) is now convex and thus its global minimizers are easy to find and some efficient algorithms for convex functionals can be applied, see e.g. [24].

Note that the energy functional approach was first introduced by Zou [34] and then was used by Knowles in [21]. However, the authors in those papers did not consider the well-posedness and convergence rates of regularization methods. Recently, Hao and Quyen have used this approach incorporating with either Tikhonov regularization or the total variation regularization for some problems [14, 16, 15, 17]. In the following, we follows the outline of [14] and use the techniques in [14, 16] for obtaining the convergence rates of the method.

2 Auxiliary Results

We recall that a function $\phi$ in $H^1_0(\Omega)$ is a weak solution of (1) if the identity

$$\int_{\Omega} \sigma \nabla \phi \cdot \nabla v \, dx = \int_{\Omega} y v \, dx$$

holds for all $v \in H^1_0(\Omega)$.

If $\sigma \in \mathcal{A}$ and $y \in L^2(\Omega)$, then there is a unique weak solution $\phi \in H^1_0(\Omega)$ of (1) [14], which satisfies the inequality

$$\|\phi\|_{H^1(\Omega)} \leq \frac{1}{C} \|y\|_{L^2(\Omega)},$$

where $C > 0$ is a constant depending only on $\Omega$ and $\lambda$.

In the next sections, two following inequalities are used:

- For any $\eta \in H^1_0(\Omega)$ and $\sigma \in \mathcal{A}$, in virtue of the Poincaré-Friedrichs inequality we have

$$\int_{\Omega} \sigma |\nabla \eta|^2 \, dx \geq C \|\eta\|^2_{H^1(\Omega)}$$

with $C > 0$ defined by (7).
The weak solution formulas of

\[
\|u\|_{L^q(\Omega)} \leq |\Omega|^{\frac{1}{q} - \frac{1}{p}} \|u\|_{L^p(\Omega)}. \tag{9}
\]

We shall endow the set \( \mathcal{A} \) with the \( L^q(\Omega) \)-norm, \( q \in [1, \infty) \) and define the nonlinear coefficient-to-solution mapping \( F_D(\cdot) u : \mathcal{A} \subset L^q(\Omega) \rightarrow H^1_0(\Omega) \) which maps the coefficient \( \sigma \in \mathcal{A} \) to the solution \( u = F_D(\sigma) y \) of problem (1).

Before considering sparsity regularization for the problem, we analyze some properties of \( F_D(\cdot) y \) and \( F_{\phi^d}(\cdot) \) with respect to the \( L^q \)-norm. These properties are needed for investigating the well-posedness and convergence rates of the method as well as numerical algorithms. They are derived by exploiting Meyers’ gradient estimate [25], which has recently been employed by [29, 19].

**Theorem 1 (Meyers’ theorem)** Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^d \) \( (d \geq 2) \). Assume that \( \sigma \in L^\infty(\Omega) \) satisfies \( \lambda < \sigma < \lambda^{-1} \) for some fixed \( \lambda \in (0, 1) \). For \( z \in (L^r(\Omega))^d \) and \( y \in L^r(\Omega) \), let \( \phi \in H^1(\Omega) \) be a weak solution of the equation

\[
-\text{div}(\sigma \nabla \phi) = -\text{div}(z) + y \text{ in } \Omega.
\]

Then, there exists a constant \( Q \in (2, +\infty) \) depending on \( \lambda \) and \( d \) only, \( Q \rightarrow 2 \) as \( \lambda \rightarrow 0 \) and \( Q \rightarrow \infty \) as \( \lambda \rightarrow 1 \), such that for any \( 2 < r < Q \), \( \phi \in W^{1,r}_{\text{loc}}(\Omega) \) and for any \( \Omega' \subset \subset \Omega \)

\[
\|\nabla \phi\|_{L^q(\Omega')} \leq C' \left( \|\phi\|_{H^1(\Omega)} + \|z\|_{L^r(\Omega')} + \|y\|_{L^r(\Omega)} \right),
\]

where the constant \( C' \) depends on \( \lambda, d, r, \Omega' \) and \( \Omega \).

Using this result, we can show that the mappings \( F_D(\cdot) y \) and \( F_{\phi^d}(\cdot) \) are continuous and continuous Fréchet differentiable on the set \( \mathcal{A} \) with respect to the \( L^q \)-norm. These results are shown in the following lemmas.

**Lemma 2** Let \( q \in \left( \frac{2Q}{Q-2}, \infty \right] \), \( \frac{1}{q} + \frac{1}{r} = \frac{1}{2} \) and \( y \in L^r(\Omega) \). For \( \sigma, \sigma + \delta \in \mathcal{A} \), we have

\[
\|\nabla F_D(\sigma + \delta) y - \nabla F_D(\sigma) y\|_{L^q(\Omega)} \leq C \|\delta\|_{L^q(\Omega')} \|y\|_{L^r(\Omega)},
\]

where \( C \) is a positive constant.

**Proof.** The weak solution formulas of \( F_D(\sigma) y \) and \( F_D(\sigma + \delta) y \) give

\[
\int_{\Omega} \sigma \nabla F_D(\sigma) y \cdot \nabla v dx = \int_{\Omega} (\sigma + \delta) \nabla F_D(\sigma + \delta) y \cdot \nabla v dx, \forall v \in H^1_0(\Omega),
\]

i.e.

\[
\int_{\Omega} \sigma \nabla F_D(\sigma + \delta) y - F_D(\sigma) y \cdot \nabla v dx = - \int_{\Omega} \delta \nabla F_D(\sigma + \delta) y \cdot \nabla v dx, \forall v \in H^1_0(\Omega).
\]

Taking \( v = F_D(\sigma + \delta) y - F_D(\sigma) y \in H^1_0(\Omega) \) in the last equation, we obtain

\[
\int_{\Omega} \sigma \left| \nabla (F_D(\sigma + \delta) y - F_D(\sigma) y) \right|^2 dx = - \int_{\Omega} \delta \nabla F_D(\sigma + \delta) y \cdot \nabla (F_D(\sigma + \delta) y - F_D(\sigma) y) dx
\]

\[
= - \int_{\Omega} \delta \nabla F_D(\sigma + \delta) y \cdot \nabla (F_D(\sigma + \delta) y - F_D(\sigma) y) dx
\]

\[
\leq \|\delta\|_{L^q(\Omega')} \|\nabla F_D(\sigma + \delta) y\|_{L^q(\Omega')} \|\nabla (F_D(\sigma + \delta) y - F_D(\sigma) y)\|_{L^q(\Omega)},
\]

where \( \frac{1}{q} + \frac{1}{r} = \frac{1}{2} \). The assumption \( q \in \left( \frac{2Q}{Q-2}, \infty \right] \) implies that \( r \in (2, Q) \). By Theorem 1, there exist constants \( C \) and \( C' \) such that

\[
\|\nabla F_D(\sigma + \delta) y\|_{L^q(\Omega')} \leq C' \left( \|F_D(\sigma + \delta) y\|_{H^1(\Omega)} + \|y\|_{L^r(\Omega)} \right) \leq C' \|y\|_{L^r(\Omega)}.
\]

It follows that there exists a constant \( C \) such that

\[
\|\nabla F_D(\sigma + \delta) y - \nabla F_D(\sigma) y\|_{L^2(\Omega)} \leq C \|\delta\|_{L^q(\Omega')} \|y\|_{L^r(\Omega)}.
\]
Remark 3 1) Note that for $\sigma, \sigma + \vartheta \in A$ and $1 \leq q_1 \leq q_2$, we have
\[
|\Omega|^{-1/q_1} \|\vartheta\|_{L^{q_1}(\Omega)} \leq |\Omega|^{-1/q_2} \|\vartheta\|_{L^{q_2}(\Omega)},
\]
and
\[
\|\vartheta\|_{L^{q_1}(\Omega)} \leq (2^{\lambda - 1})^{q_2 - q_1} \|\vartheta\|^q_{L^{q_1}(\Omega)}.
\]
This means that the convergence of $\vartheta$ to zero with respect to the $L^{q_1}(\Omega)$--norm and the $L^{q_2}(\Omega)$--norm are equivalent.

2) By the above lemma, $F_D(\cdot)y$ is Lipschitz continuous on $A$ with respect to the $L^q(\Omega)$--norm for $q \in \left(\frac{2Q}{Q-2}, \infty\right]$. Furthermore, by the above remark, it implies that $F_D(\cdot)y$ is continuous on $A$ with respect to the $L^q(\Omega)$-norm for any $q \geq 1$.

Lemma 4 Let $q \in \left(\frac{2Q}{Q-2}, \infty\right]$, $\frac{1}{q} + \frac{1}{r} = \frac{1}{2}$ and $y \in L^{r+\epsilon}(\Omega)$ with some $\epsilon > 0$. Then, the mapping $F_D(\cdot)y : A \subset L^q(\Omega) \rightarrow H^1_0(\Omega)$ is continuously Fréchet differentiable on $A$ and for each $\sigma \in A$, the Fréchet derivative $F_D'\sigma)$ of $F_D(\cdot)y$ has the property that the differential $\eta := F_D'\sigma)y(\vartheta)$, with any $\vartheta \in L^\infty(\Omega')$ extended by zero outside $\Omega'$, is the (unique) weak solution of the Dirichlet problem
\[
-\text{div}(\sigma \nabla \eta) = \text{div}(\vartheta \nabla F_D(\sigma)y) \quad \text{in } \Omega, \quad \eta = 0 \text{ on } \partial \Omega
\]
in the sense that it satisfies the equation
\[
\int_{\Omega} \sigma \nabla F_D'(\sigma)y(\vartheta) \cdot \nabla v dx = -\int_{\Omega} \vartheta \nabla F_D(\sigma)y \cdot \nabla v dx \tag{10}
\]
for all $v \in H^1_0(\Omega)$. Moreover,
\[
\|F_D'(\sigma)y(\vartheta)\|_{H^1(\Omega)} \leq C_1 \|y\|_{L^r(\Omega')} \|\vartheta\|_{L^\infty(\Omega')}, \forall \vartheta \in L^\infty(\Omega'), \tag{11}
\]
where $C_1$ is a positive constant.

Proof. Note that variational equation (10) has the unique solution $\eta := \eta(\vartheta) = F_D'(\sigma)y(\vartheta) \in H^1_0(\Omega)$ with $\sigma \in A$. We first show that for a fixed $\sigma \in A$, $\eta = \eta(\vartheta)$ defines a bounded linear operator from $L^r(\Omega')$ to $H^1_0(\Omega)$ for any $q \in \left(\frac{2Q}{Q-2}, \infty\right]$. From (10), $\eta$ is a linear operator of $\vartheta$. By the weak solution formula of $\eta$ and the generalized Hölder inequality, we have
\[
\int_{\Omega} \sigma \nabla \eta \cdot \nabla \vartheta dx = -\int_{\Omega} \vartheta \nabla F_D(\sigma)y \cdot \nabla \vartheta dx
\]
\[
= -\int_{\Omega'} \vartheta \nabla F_D(\sigma)y \cdot \nabla \vartheta dx
\]
\[
\leq \|\vartheta\|_{L^r(\Omega')} \|\nabla F_D(\sigma)y\|_{L^r(\Omega')} \|\nabla \vartheta\|_{L^2(\Omega)}.
\]
From the last inequality and (8), there exists a constant $C$ such that
\[
\|\eta\|_{H^1(\Omega)} \leq C \|\vartheta\|_{L^r(\Omega')} \|\nabla F_D(\sigma)y\|_{L^r(\Omega')}. \tag{12}
\]

Besides, the assumption $q \in \left(\frac{2Q}{Q-2}, \infty\right]$ implies $r \in (2, Q)$. By Theorem 1, (7) and (9), there exist positive constants $C, C', C''$ such that
\[
\|\nabla F_D(\sigma)y\|_{L^r(\Omega')} \leq C' \left(\|F_D(\sigma)y\|_{H^1(\Omega)} + \|y\|_{L^r(\Omega)}\right)
\]
\[
\leq C' \left(\frac{1}{C} \|y\|_{L^2(\Omega)} + \|y\|_{L^r(\Omega)}\right)
\]
\[
\leq C'' \|y\|_{L^r(\Omega)}. \tag{13}
\]

Thus, due to two last inequalities, $\eta$ is a bounded linear operator from $L^r(\Omega') \rightarrow H^1_0(\Omega)$ and there exists a positive constant $C_1$ such that
\[
\|F_D'(\sigma)y(\vartheta)\|_{H^1(\Omega)} \leq C_1 \|y\|_{L^r(\Omega')} \|\vartheta\|_{L^\infty(\Omega')}, \forall \vartheta \in L^\infty(\Omega').
\]
We now show that \( F_D (\cdot) \) is Fréchet differentiable. Note that the function \( R \) is the weak solution of the equation

\[
- \text{div} ((\sigma + \vartheta) \nabla R) = \text{div} (\vartheta \nabla \eta) \quad \text{in} \quad \Omega.
\]

Taking \( R \) as the test function in the weak solution formula of \( R \) gives

\[
\int_{\Omega} (\sigma + \vartheta) |\nabla R|^2 \, dx = - \int_{\Omega} \vartheta \nabla \eta \cdot \nabla R \, dx = - \int_{\Omega} \vartheta \nabla \eta \cdot \nabla R \, dx 
\leq \|\vartheta\|_{L^r(\Omega')} \|\nabla \eta\|_{L^r(\Omega')} \|\nabla R\|_{L^2(\Omega)}.
\]

This implies that

\[
\frac{\|R\|_{H^1(\Omega)}}{\|\vartheta\|_{L^r(\Omega')}} \leq C \|\nabla \eta\|_{L^r(\Omega')}.
\]

To show that \( F_D (\cdot) \) is continuously Fréchet differentiable and its differential \( F_D' (\sigma) \) is \( \eta \), we need to prove that \( \|\nabla \eta\|_{L^r(\Omega')} \) converges to zero as \( \|\vartheta\|_{L^r(\Omega')} \) converges to zero.

By Theorem 1, there exists a positive constant \( C \) such that

\[
\|\nabla \eta\|_{L^r(\Omega')} \leq C \left( \|\eta\|_{H^1(\Omega)} + \|\vartheta \nabla F_D (\sigma) y\|_{L^r(\Omega')} \right).
\]

Since \( \|\eta\|_{H^1(\Omega)} \) converges to zero as \( \|\vartheta\|_{L^r(\Omega')} \) converges to zero by (12), we need to prove that

\[
\|\vartheta \nabla F_D (\sigma) y\|_{L^r(\Omega')} \rightarrow 0.
\]

Take any small \( \epsilon_1 \in (0, \epsilon) \) such that \( r' = r + \epsilon_1 \in (r, Q) \). Using Hölder’s inequality, we deduce

\[
\int_{\Omega'} |\vartheta \nabla F_D (\sigma) y|^{r'} \, dx = \int_{\Omega'} |\vartheta|^{r'} |\nabla F_D (\sigma) y|^{r'} \, dx 
\leq \left( \int_{\Omega'} |\vartheta|^{r'/q} \, dx \right)^{1 - \frac{1}{q}} \left( \int_{\Omega'} |\nabla F_D (\sigma) y|^{r'/r} \, dx \right)^{\frac{r}{r'}}.
\]

where we have applied Theorem 1 to the term \( \|\nabla F_D (\sigma) y\|_{L^r(\Omega')} \), see (13). By Remark 3, the convergence of \( \vartheta \) to zero with respect to the \( L^q (\Omega) \)-norm and the \( L^2 (\Omega) \)-norm \( (q_1, q_2 \in [1, \infty)) \) are equivalent. Therefore, \( \|\vartheta \nabla F_D (\sigma) y\|_{L^r(\Omega')} \) converges to zero as \( \|\vartheta\|_{L^r(\Omega')} \) converges to zero.

**Remark 5**

1) If \( y \in L^r (\Omega) \), then from the proof above we conclude that \( F_D (\cdot) \) is Gâteaux differentiable.

2) This lemma improves the known results on the differentiability of \( F_D (\cdot) \) with respect to the \( L^\infty \)-norm in [21, 14]. There, the authors have shown that \( F_D (\cdot) \) is the Fréchet differentiable under the condition \( y \in L^\infty (\Omega) \) [21] or \( y \in L^2 (\Omega) \) [14].

**Lemma 6**

For \( \phi \in H^1_0 (\Omega) \), the functional \( F_\phi (\cdot) : A \subset L^q (\Omega) \rightarrow \mathbb{R} \) defined by

\[
F_\phi (\sigma) = \int_{\Omega} \sigma | \nabla (F_D (\sigma) y - \phi) |^2 \, dx
\]

has the following properties

1) For \( q \geq 1 \) and \( y \in L^r (\Omega) \), \( F_\phi (\cdot) \) is continuous with respect to the \( L^q \)-norm.

2) For \( q \in \left( \frac{2q}{2q-2}, \infty \right) \), \( \frac{q}{q-2} = \frac{1}{2} \) and \( y \in L^{2+\epsilon} (\Omega) \) with \( \epsilon > 0 \), \( F_\phi (\cdot) \) is Fréchet differentiable with respect to the \( L^2 \)-norm and

\[
F_\phi' (\sigma) \vartheta = - \int_{\Omega} \vartheta \left( | \nabla F_D (\sigma) y |^2 - | \nabla \phi |^2 \right) \, dx.
\]

Furthermore, \( F_\phi (\cdot) \) is convex on the convex set \( A \) and \( F_\phi'' (\cdot) \) is uniformly bounded.
Proof. 1) We first prove for \( q \in \left( \frac{2\Omega}{\Omega_0}, \infty \right] \). For \( \sigma, \sigma + \vartheta \in \mathcal{A} \), we have

\[
F_{\phi} (\sigma + \vartheta) - F_{\phi} (\sigma) = \int_{\Omega} (\sigma + \vartheta) | \nabla (F_D (\sigma + \vartheta) y - \phi)|^2 - \sigma | \nabla (F_D (\sigma) y - \phi)|^2 \, dx \\
= \int_{\Omega} (\nabla (F_D (\sigma + \vartheta) y - \phi))^2 - | \nabla (F_D (\sigma y - \phi))^2 \, dx + \int_{\Omega} \vartheta | \nabla (F_D (\sigma + \vartheta) y - \phi)|^2 \, dx.
\]

Using the triangle inequality, generalized Hölder inequality and Theorem 1, the second term is estimated by

\[
\int_{\Omega} \vartheta | \nabla (F_D (\sigma + \vartheta) y - \phi)|^2 \, dx = \int_{\Omega} | \nabla (F_D (\sigma + \vartheta) y - \phi)|^2 \, dx \\
\leq \| \vartheta \|_{L^q(\Omega')} \| \nabla (F_D (\sigma + \vartheta) y - \phi) \|_{L^2(\Omega)} \left( \| \nabla F_D (\sigma + \vartheta) y \|_{L^q(\Omega')} + \| \nabla \phi \|_{L^q(\Omega')} \right) \\
\leq C \| \vartheta \|_{L^q(\Omega')}.
\]

On the other hand, by Lemma 2 the first term is estimated by

\[
\int_{\Omega} \sigma \left( | \nabla (F_D (\sigma + \vartheta)y - \phi)|^2 - | \nabla (F_D (\sigma)y - \phi)|^2 \right) \, dx \\
\leq \lambda^{-1} \int_{\Omega} \nabla (F_D (\sigma + \vartheta)y - F_D (\sigma)y) \cdot \nabla (F_D (\sigma + \vartheta)y + F_D (\sigma)y - 2\vartheta) \, dx \\
\leq C \| \nabla (F_D (\sigma + \vartheta)y - F_D (\sigma)y) \|_{L^2(\Omega)} \leq C' \| \vartheta \|_{L^q(\Omega')}.
\]

Therefore, \( F_{\phi} (\cdot) \) is Lipschitz continuous on \( \mathcal{A} \) with respect to the \( L^q (\Omega') \)-norm for \( q \in \left( \frac{2\Omega}{\Omega_0}, \infty \right] \).

Finally, by Remark 3 \( F_{\phi} \) is continuous on \( \mathcal{A} \) with respect to the \( L^2 (\Omega') \)-norm for \( q \geq 1 \).

2) From Lemma 4, it implies that \( F_{\phi} (\cdot) \) is Fréchet differentiable and

\[
F_{\phi}' (\sigma) \vartheta = \int_{\Omega} \vartheta | \nabla (F_D (\sigma)y - \phi)|^2 \, dx + 2 \int_{\Omega} \sigma \nabla (F_D (\sigma)y - \phi) \cdot \nabla F_D (\sigma) \vartheta \, dx.
\]

Since \( F_D (\sigma)y - \phi \in H^1_0 (\Omega) \) and (10), the last equation yields

\[
F_{\phi}' (\sigma) \vartheta = \int_{\Omega} \vartheta | \nabla (F_D (\sigma)y - \phi)|^2 \, dx - 2 \int_{\Omega} \vartheta \nabla F_D (\sigma)y \cdot \nabla (F_D (\sigma)y - \phi) \, dx \\
= - \int_{\Omega} \vartheta \left( | \nabla F_D (\sigma)y|^2 - | \nabla \phi|^2 \right) \, dx.
\]

For \( \vartheta \in L^\infty (\Omega') \) and extended by zero outside \( \Omega' \), the second derivative of \( F_{\phi} (\cdot) \) is given by

\[
F_{\phi}'' (\sigma) (\vartheta, \vartheta) = -2 \int_{\Omega} \vartheta \nabla F_D (\sigma)y \cdot \nabla F_D (\sigma)y \, dx = 2 \int_{\Omega} \sigma | \nabla F_D (\sigma)y (\vartheta)|^2 \, dx \geq 0.
\]

Therefore, \( F_{\phi} (\cdot) \) is convex. Furthermore, by Lemma 4, it implies that \( F_{\phi}'' (\cdot) \) is uniformly bounded on \( \mathcal{A} \). Q.E.D.

Remark 7 The uniform boundedness of \( F_{\phi}'' (\cdot) \) implies that \( F_{\phi} (\cdot) \) is Lipschitz continuous with respect to the \( L^q \)-norms with \( q \in \left( \frac{2\Omega}{\Omega_0}, \infty \right] \).

3 The Well-posedness

We now assume that there exists some \( \sigma^* \in \mathcal{A} \) such that \( \phi^* = F_D (\sigma^*)y \) and only noisy data \( \phi^\delta \in H^1_0 (\Omega) \) of \( \phi^* \) such that

\[
\| \phi^* - \phi^\delta \|_{H^1(\Omega)} \leq \delta
\]

with \( \delta > 0 \) are given. Our problem is to reconstruct \( \sigma^* \) from \( \phi^\delta \). Because of the ill-posedness of the problem and the assumption of sparsity of \( \sigma^* - \sigma^0 \), using sparsity regularization incorporated with the energy functional approach leads to considering the minimization problem (2).

We now analyze the well-posedness of problem (2), which consists of the existence, stability and convergence. Before proving the main results, we introduce some properties of the functional (5) and the notion of \( \Phi \)-minimizing solution.
Lemma 8 The functional $\Phi$ defined by (5) has the following properties

1) $\Phi$ is non-negative, convex and weakly lower semi-continuous.

2) There exists a positive constant $C$ such that for any $u \in \mathcal{H}$,
   \[ \Phi (u) \geq \omega_{\min} C^{p/2} \| u \|^p. \]
   This implies that $\Phi$ is weakly coercive, i.e. $\Phi (u) \to \infty$ as $\| u \| \to \infty$.

3) If $\{ u^n \}_{n \in \mathbb{N}} \subset \mathcal{H}$ weakly converges to $u \in \mathcal{H}$ and $\Phi (u^n)$ converges to $\Phi (u)$, then $\Phi (u^n - u)$ converges to zero.

Proof. $\Phi$ is non-negative, convex and weakly lower semi-continuous because it is the sum of non-negative, convex and weakly continuous functionals. The proofs of 2) and 3) can be found in [13, Remark 3.] and [13, Lemma 2.], respectively.

Lemma 9 The set
   \[ \Pi (\phi^*) := \{ \sigma \in \mathcal{A} : F_D (\sigma) y = \phi^* \} \]
   is nonempty, convex, bounded and closed with respect to the $L^2 (\Omega)$-norm. Thus, there exists a solution $\sigma^+$ of the problem
   \[ \min_{\sigma \in \Pi (\phi^*)} \Phi (\sigma - \sigma^0) \]
   which is called a $\Phi$-minimizing solution of the diffusion coefficient problem. The $\Phi$-minimizing solution is unique if $p > 1$.

Proof. It is trivial that the set $\Pi (\phi^*)$ is nonempty, convex and bounded. The closeness of $\Pi (\phi^*)$ in the $L^2 (\Omega)$-norm is proven similarly as that of [14, Lemma 2.1].

We now prove that there exists at least a $\Phi$-minimizing solution. Suppose that there does not exist a $\Phi$-minimizing solution in $\Pi (\phi^*)$. There exists a sequence $\{ \sigma^k \} \subset \Pi (\phi^*)$ such that $\Phi (\sigma^k - \sigma^0) \to c$ and
   \[ c < \Phi (\sigma - \sigma^0) \quad \text{for all } \sigma \in \Pi (\phi^*). \]

Since $\Pi (\phi^*)$ is weakly compact, there exists a subsequence of $\{ \sigma^k \}$, denoted by $\{ \sigma^k \}$ again, which weakly converges to $\tilde{\sigma} \in \Pi (\phi^*)$. From the weakly lower semi-continuity of $\Phi$, it follows that
   \[ \Phi (\tilde{\sigma} - \sigma^0) \leq \lim_{k \to \infty} \inf \Phi (\sigma^k - \sigma^0) = c. \]
This gives a contradiction to (16).

For $p > 1$, $\Phi (\cdot)$ is strictly convex and thus the $\Phi$-minimizing solution is unique.

Theorem 10 (Existence) Problem (2) has at least one solution.

Proof. Since the functional $F_{\phi^0} (\cdot)$ is convex and continuous with respect to the $L^2 (\Omega)$-norm, it is weakly lower semi-continuous. Besides, $\Phi (\cdot)$ is also convex and weakly lower semi-continuous with respect to the $L^2 (\Omega)$-norm (see Lemma 8). Therefore, the objective functional of problem (2) is convex and weakly lower semi-continuous on $\mathcal{A}$. On the other hand, since $\mathcal{A}$ is nonempty, convex, bounded and closed with respect to the $L^2 (\Omega)$-norm, it is weakly compact. Therefore, there exists at least one solution of (2).
Proof. By the definition of $\sigma^n$, we have
\begin{equation}
F_{\phi^n} (\sigma^n) + \alpha \Phi (\sigma^n - \sigma^0) \leq F_{\phi^n} (\sigma) + \alpha \Phi (\sigma - \sigma^0) \leq \lambda^{-1} \left( \| F_D (\sigma) \|_{H^1(\Omega)}^2 + C \right) + \alpha \Phi (\sigma - \sigma^0) \tag{17}
\end{equation}
for any $\sigma \in \mathcal{A}$, where the constant $C$ is independent of $n$ such that $\| \phi^n \|_{H^1(\Omega)}^2 \leq C$ for all $n$. This follows that $\{ \Phi (\sigma^n - \sigma^0) \}$ is bounded. Since $\Phi$ is weakly coercive in $L^2(\Omega)$ (see Lemma 8), the sequence $\{ \sigma^n \}$ is also bounded in $L^2(\Omega)$. Therefore, there exist a subsequence of $\{ \sigma^n \}$ denoted by $\{ \sigma^{n_k} \}$ and an element $\sigma^{p,\delta} \in L^2(\Omega)$ such that $\{ \sigma^{n_k} \}$ weakly converges to $\sigma^{p,\delta}$ in $L^2(\Omega)$. Since $\mathcal{A}$ is a convex closed set in $L^2(\Omega)$, $\sigma^{p,\delta} \in \mathcal{A}$. On the other hand, since $F_{\phi^\delta} (\cdot)$ and $\Phi (\cdot)$ are weakly lower semi-continuous, we have
\begin{equation}
F_{\phi^\delta} (\sigma^{p,\delta}) \leq \liminf_k F_{\phi^\delta} (\sigma^{n_k}) \tag{18}
\end{equation}
and
\begin{equation}
\Phi (\sigma^{p,\delta} - \sigma^0) \leq \liminf_k \Phi (\sigma^{n_k} - \sigma^0). \tag{19}
\end{equation}

Furthermore, we have
\begin{equation}
F_{\phi^\delta} (\sigma^{n_k}) = F_{\phi^{n_k}} (\sigma^{n_k}) + \left( 2 \int_{\Omega} \sigma^{n_k} \nabla F_D (\sigma^{n_k}) \cdot \nabla (\phi^{n_k} - \phi^\delta) \, dx \right. \left. - \int_{\Omega} \sigma^{n_k} \left| \nabla (\phi^{n_k} - \phi^\delta) \right|^2 \, dx \right). \tag{20}
\end{equation}
Since $\phi^{n_k} \rightharpoonup \phi^\delta$ in $H^1(\Omega)$, the term in brackets on the right-hand side of (20) converges to zero as $k \to \infty$. Therefore,
\begin{equation}
\liminf_k F_{\phi^\delta} (\sigma^{n_k}) = \liminf_k F_{\phi^{n_k}} (\sigma^{n_k}), \limsup_k F_{\phi^\delta} (\sigma^{n_k}) = \limsup_k F_{\phi^{n_k}} (\sigma^{n_k}). \tag{21}
\end{equation}
From (21), (17), (18) and (19), we obtain
\begin{equation}
F_{\phi^\delta} (\sigma^{p,\delta}) + \alpha \Phi (\sigma^{p,\delta} - \sigma^0) \overset{(18),(19)}{\leq} \liminf_k F_{\phi^\delta} (\sigma^{n_k}) + \alpha \liminf_k \Phi (\sigma^{n_k} - \sigma^0) \overset{(21)}{\leq} \liminf_k (F_{\phi^{n_k}} (\sigma^{n_k}) + \alpha \Phi (\sigma^{n_k} - \sigma^0)) \leq \limsup_k (F_{\phi^{n_k}} (\sigma^{n_k}) + \alpha \Phi (\sigma^{n_k} - \sigma^0)) \overset{(17)}{\leq} \limsup_k (F_{\phi^{n_k}} (\sigma) + \alpha \Phi (\sigma - \sigma^0)) = F_{\phi^\delta} (\sigma) + \alpha \Phi (\sigma - \sigma^0) \tag{22}
\end{equation}
for all $\sigma \in \mathcal{A}$. It means that $\sigma^{p,\delta}$ is a minimizer of (2).

From (22), setting $\sigma = \sigma^{p,\delta}$, we get
\begin{equation}
\lim_k (F_{\phi^\delta} (\sigma^{n_k}) + \alpha \Phi (\sigma^{n_k} - \sigma^0)) = F_{\phi^\delta} (\sigma^{p,\delta}) + \alpha \Phi (\sigma^{p,\delta} - \sigma^0). \tag{23}
\end{equation}
Together with (18) and (19), we deduce that $\Phi (\sigma^{n_k} - \sigma^0) \rightharpoonup \Phi (\sigma^{p,\delta} - \sigma^0)$. Finally, since $\{ \sigma^{n_k} \}$ weakly converges to $\sigma^{p,\delta}$ and $\Phi (\sigma^{n_k} - \sigma^0) \rightharpoonup \Phi (\sigma^{p,\delta} - \sigma^0)$ as $k \to \infty$, we conclude that $\Phi (\sigma^{n_k} - \sigma^{p,\delta}) \to 0$ as $k \to 0$, and thus $\| \sigma^{n_k} - \sigma^{p,\delta} \|_{L^2(\Omega)} \to 0$ as $k \to \infty$ by Lemma 8.

In the case the minimizer $\sigma^{p,\delta}$ is unique, the convergence of the original sequence $\{ \sigma^n \}$ to $\sigma^{p,\delta}$ follows by a subsequence argument. 

\textbf{Theorem 12 (Convergence)} Assume that the operator equation $F_D (\sigma) y = \phi^*$ attains a solution in $\mathcal{A}$ and that $\alpha : \mathbb{R}_{>0} \to \mathbb{R}_{>0}$ satisfies
\begin{equation}
\alpha (\delta) \to 0 \text{ and } \frac{\delta^2}{\alpha (\delta)} \to 0 \text{ as } \delta \to 0. \tag{24}
\end{equation}
Let $\delta_n \to 0$ and $\|\phi^n - \phi^*\|_{H^1(\Omega)} \leq \delta_n$. Moreover, let $\alpha_n = \alpha(\delta_n)$ and

$$\sigma^n \in \arg\min_{\sigma \in A} F_{\phi^n}(\sigma) + \alpha_n \Phi(\sigma - \sigma^0).$$

Then, there exist a $\Phi$-minimizing solution $\sigma^+$ of $F_D(\sigma) y = \phi^*$ and a subsequence of $\{\sigma^n\}$ converging to $\sigma^+$ on $A$ with respect to the $L^2(\Omega)$-norm.

**Proof.** Let $\tilde{\sigma} \in A$ be a solution of $F_D(\sigma) y = \phi^*$. The definition of $\sigma^n$ implies that

$$F_{\phi^n}(\sigma^n) + \alpha_n \Phi(\sigma^n - \sigma^0) \leq F_{\phi^n}(\tilde{\sigma}) + \alpha_n \Phi(\tilde{\sigma} - \sigma^0)$$

$$\leq \frac{1}{\lambda} \int_{\Omega} |\nabla (F_D(\tilde{\sigma}) y - \phi^n)|^2 + \alpha_n \Phi(\tilde{\sigma} - \sigma^0)$$

$$\leq \frac{1}{\lambda} \|\phi^* - \phi^n\|_{H^1(\Omega)}^2 + \alpha_n \Phi(\tilde{\sigma} - \sigma^0)$$

$$\leq \frac{1}{\lambda} \delta_n^2 + \alpha_n \Phi(\tilde{\sigma} - \sigma^0).$$

In particular, when $\delta \to 0$ and $\alpha \sim \delta^2$, it follows that

$$F_{\phi^n}(\sigma^n) \to 0 \quad \text{and} \quad \limsup_n \Phi(\sigma^n - \sigma^0) \leq \Phi(\tilde{\sigma} - \sigma^0).$$

This implies that $\{\Phi(\sigma^n - \sigma^0)\}$ is bounded. Since $\Phi(\cdot)$ is weakly coercive, $\{\sigma^n\}$ is bounded, too. Therefore, there exist a subsequence $\{\sigma^{n_k}\}$ of $\{\sigma^n\}$ and $\sigma^+ \in A$ such that $\sigma^{n_k}$ weakly converges to $\sigma^+$. From (24), we deduce

$$F_{\phi^+}(\sigma^{n_k}) = \int_{\Omega} \sigma^{n_k} |\nabla (F_D(\sigma^{n_k}) y - \phi^+)|^2$$

$$\leq \int_{\Omega} \sigma^{n_k} |\nabla (F_D(\sigma^{n_k}) y - \phi^{n_k})|^2 + \int_{\Omega} \sigma^{n_k} |\nabla (\phi^{n_k} - \phi^+)|^2$$

$$\leq F_{\phi^{n_k}}(\sigma^{n_k}) + \lambda^{-1} \|\phi^{n_k} - \phi^+\|_{H^1(\Omega)}^2 \to 0 \quad (k \to \infty).$$

Since $F_{\phi^+}(\cdot)$ is weakly lower semi-continuous,

$$0 \leq F_{\phi^+}(\sigma^+) \leq \liminf_k F_{\phi^+}(\sigma^{n_k}) = 0.$$

Thus, $F_{\phi^+}(\sigma^+) = 0$. It implies that $\|F_D(\sigma^+) y - \phi^+\|_{H^1(\Omega)} = 0$. Hence $\sigma^+$ is a solution of the equation $F_D(\sigma) y = \phi^*$.

Moreover, since $\Phi(\cdot)$ is weakly lower semi-continuous in $L^2(\Omega)$, by using (24) we get

$$\Phi(\sigma^+ - \sigma^0) \leq \liminf_k \Phi(\sigma^{n_k} - \sigma^0) \leq \limsup_k \Phi(\sigma^{n_k} - \sigma^0) \leq \Phi(\tilde{\sigma} - \sigma^0).$$

(25)

It implies that $\sigma^+$ is a $\Phi$-minimizing solution. Finally, choosing $\tilde{\sigma} = \sigma^+$ in (25), we have $\Phi(\sigma^{n_k} - \sigma^0) \to \Phi(\sigma^+ - \sigma^0)$ as $k \to \infty$. Since $\{\sigma^{n_k} - \sigma^0\}$ weakly converges to $\sigma^+ - \sigma^0$ in $L^2(\Omega)$ and $\Phi(\sigma^{n_k} - \sigma^0) \to \Phi(\sigma^+ - \sigma^0)$ as $k \to \infty$, $\Phi(\sigma^{n_k} - \sigma^+ \to 0$ as $k \to 0$ and thus $\|\sigma^{n_k} - \sigma^+\|_{L^2(\Omega)} \to 0$.

In the case the minimizer $\sigma^+$ is unique, the convergence of the original sequence $\{\sigma^n - \sigma^0\}$ to $\sigma^+ - \sigma^0$ follows by a subsequence argument.

---

**4 Convergence Rates**

As shown before, for $\sigma \in A$, the operator

$$F'_D(\sigma) y(\cdot) : L^q(\Omega) \to H^1_0(\Omega)$$

with $q \in \left(\frac{2Q}{Q-2}, \infty\right]$ is continuous and linear. Denote by

$$(F'_D(\sigma) y(\cdot))^* : H^{-1}(\Omega) = (H^1_0(\Omega))^* \to L^{q_1}(\Omega)$$

with $\frac{1}{q} + \frac{1}{q_1} = 1,$
the dual operator of $F_D'(\sigma) y$. Then,
\[
\left\langle (F_D'(\sigma) y)^*(w^*), \vartheta \right\rangle_{(L^q(\Omega'), L^q(\Omega'))} = \left\langle w^*, F_D'(\sigma) y(\vartheta) \right\rangle_{(H^{-1}(\Omega), H^1_0(\Omega))}.
\] (26)

Convergence rates of sparsity regularization are given in the following theorem.

**Theorem 13** For $q \in \left(\frac{2Q}{Q + 2}, \infty\right]$, $\frac{1}{2} + \frac{1}{q} = \frac{1}{2}$ and $y \in L^r(\Omega)$. Assume that $\|\phi^\delta - \phi^\ast\|_{H^1(\Omega)} \leq \delta$ and $\sigma_{\alpha, \delta}$ is a solution of (2). Moreover, assume that there exists a function $w^* \in H^{-1}(\Omega)$ such that
\[
\xi := (F_D'(\sigma^+)(y)^* w^*) \in \partial \Phi(\sigma^+ - \sigma^0).
\] (27)

Then,
\[
D_\xi \left(\sigma_{\alpha, \delta}^+, \sigma^+\right) = O(\delta) \quad \text{and} \quad \left\| F_D\left(\sigma_{\alpha, \delta}^p\right) y - \phi^\delta \right\|_{H^1(\Omega)} = O(\delta)
\]
as $\delta \to 0$ and $\alpha \sim \delta$. In particular, for $p \in \{1, 2\}$, we have
\[
\left\| \sigma_{\alpha, \delta}^p - \sigma^+ \right\|_{L^2(\Omega)} = O\left(\sqrt{\delta}\right).
\]

**Proof.** The proof follows the ideas of Hao and Quyen in [14, 16]. By the definition of $\sigma_{\alpha, \delta}^p$, we get
\[
F_{\phi^\delta}\left(\sigma_{\alpha, \delta}^p\right) + \alpha \Phi(\sigma_{\alpha, \delta}^p - \sigma^0) \leq F_{\phi^\delta}\left(\sigma^+\right) + \alpha \Phi(\sigma^+ - \sigma^0).
\] (28)

Then, we have
\[
F_{\phi^\delta}\left(\sigma_{\alpha, \delta}^p\right) = F_{\phi^\delta}\left(\sigma_{\alpha, \delta}^p\right) + \alpha D_\xi \left(\sigma_{\alpha, \delta}^p, \sigma^+\right)
\]
\[
= F_{\phi^\delta}\left(\sigma_{\alpha, \delta}^p\right) + \alpha \left(\Phi\left(\sigma_{\alpha, \delta}^p - \sigma^0\right) - \Phi(\sigma^+ - \sigma^0) - \left\langle \xi, \sigma_{\alpha, \delta}^p - \sigma^+\right\rangle_{(L^q(\Omega'), L^q(\Omega'))}\right)
\]
\[
\leq F_{\phi^\delta}\left(\sigma^+\right) - \alpha \left\langle \xi, \sigma_{\alpha, \delta}^p - \sigma^+\right\rangle_{(L^q(\Omega'), L^q(\Omega'))}
\]
\[
\leq \frac{1}{\lambda} \delta^2 - \alpha \left\langle \xi, \sigma_{\alpha, \delta}^p - \sigma^+\right\rangle_{(L^q(\Omega'), L^q(\Omega'))}.
\] (29)

From (26) and (27), we get
\[
\left\langle \xi, \sigma_{\alpha, \delta}^p - \sigma^+\right\rangle_{(L^q(\Omega'), L^q(\Omega'))} = \left\langle w^*, F_D'(\sigma^+)(y)^* \left(\sigma_{\alpha, \delta}^p - \sigma^+\right)\right\rangle_{(H^{-1}(\Omega), H^1_0(\Omega))}.
\] (30)

By Riesz’s representation theorem, there exists an element $w \in H^1_0(\Omega)$ such that
\[
\left\langle w^*, F_D'(\sigma^+)(y)^* \left(\sigma_{\alpha, \delta}^p - \sigma^+\right)\right\rangle_{(H^{-1}(\Omega), H^1_0(\Omega))} = \left\langle w, F_D'(\sigma^+)(y)^* \left(\sigma_{\alpha, \delta}^p - \sigma^+\right)\right\rangle_{H^1_0(\Omega)}.
\] (31)

Since $\sigma^+ \geq \lambda > 0$, the scalar product
\[
[w, v]_{H^1_0(\Omega)} := \int_\Omega \sigma^+ \nabla \phi \cdot \nabla v dx, \text{ for all } \phi, v \in H^1_0(\Omega)
\]
is equivalent to $\langle \phi, v \rangle_{H^1_0(\Omega)}$ on $H^1_0(\Omega)$. Therefore, there exists an element $\hat{w} \in H^1_0(\Omega)$ independent of $\sigma_{\alpha, \delta}$ such that
\[
\left\langle w, F_D'(\sigma^+)(y)^* \left(\sigma_{\alpha, \delta}^p - \sigma^+\right)\right\rangle_{H^1_0(\Omega)} = \int_\Omega \sigma^+ \nabla \hat{w} \cdot \nabla F_D'(\sigma^+)(y)^* \left(\sigma_{\alpha, \delta}^p - \sigma^+\right) dx.
\] (32)

From (30), (31) and (32), we have
\[
\left\langle \xi, \sigma_{\alpha, \delta}^p - \sigma^+\right\rangle_{(L^q(\Omega'), L^q(\Omega'))} = \int_\Omega \sigma^+ \nabla \hat{w} \cdot \nabla F_D'(\sigma^+)(y)^* \left(\sigma_{\alpha, \delta}^p - \sigma^+\right) dx := \Lambda.
\]
Using the Cauchy-Schwartz inequality, we obtain
\[ a \lambda = \alpha \int \sigma^+ \nabla \hat{w} \cdot \nabla F_D (\sigma^+) y \left( \sigma_{\alpha, \delta}^p - \sigma^+ \right) dx \]
\[ = -\alpha \int \Omega \left( \sigma_{\alpha, \delta}^p - \sigma^+ \right) \nabla \hat{w} \cdot \nabla F_D (\sigma^+) y dx \]
\[ = \alpha \int \Omega \sigma^+ \nabla \hat{w} \cdot \nabla F_D (\sigma^+) y dx - \alpha \int \Omega \sigma_{\alpha, \delta}^p \nabla \hat{w} \cdot \nabla F_D (\sigma^+) y dx \]
\[ = \alpha \int \Omega \sigma_{\alpha, \delta}^p \nabla \hat{w} \cdot \nabla F_D \left( \sigma_{\alpha, \delta}^p \right) y dx - \alpha \int \Omega \sigma_{\alpha, \delta}^p \nabla \hat{w} \cdot \nabla F_D (\sigma^+) y dx \]
\[ = \alpha \int \Omega \sigma_{\alpha, \delta}^p \nabla \hat{w} \cdot \nabla \left( F_D \left( \sigma_{\alpha, \delta}^p \right) y - F_D (\sigma^+) y \right) dx \]
\[ = \alpha \int \Omega \sigma_{\alpha, \delta}^p \nabla \hat{w} \cdot \nabla \left( F_D \left( \sigma_{\alpha, \delta}^p \right) y - \phi^\delta \right) dx + \alpha \int \Omega \sigma_{\alpha, \delta}^p \nabla \hat{w} \cdot \nabla \left( \phi^\delta - \phi^{*} \right) dx. \]

Using the Cauchy-Schwartz inequality, we obtain
\[ a \lambda \leq \alpha \left( \int \Omega \sigma_{\alpha, \delta}^p \nabla \hat{w} \right)^{1/2} \left( \int \Omega \sigma_{\alpha, \delta}^p \nabla \left( F_D \left( \sigma_{\alpha, \delta}^p \right) y - \phi^\delta \right) \right)^{1/2} \]
\[ + \alpha \left( \int \Omega \sigma_{\alpha, \delta}^p \nabla \hat{w} \right)^{1/2} \left( \int \Omega \left( \nabla \left( \phi^\delta - \phi^{*} \right) \right) \right)^{1/2} \]
\[ \leq \alpha \left( \frac{1}{2} \right) \int \Omega \sigma_{\alpha, \delta}^p \nabla \hat{w} \right)^{1/2} \left( J_{\phi^\delta} \left( \sigma_{\alpha, \delta}^p \right) \right)^{1/2} + \alpha \left( \int \Omega \sigma_{\alpha, \delta}^p \nabla \hat{w} \right)^{1/2} \left( \| \phi^\delta - \phi^{*} \|_{H^1(\Omega)} \right) \]
\[ \leq \alpha \frac{\alpha^2}{2 \lambda} \int \Omega \sigma_{\alpha, \delta}^p \nabla \hat{w} \right)^{1/2} \left( \frac{1}{2} F_{\phi^\delta} \left( \sigma_{\alpha, \delta}^p \right) \right) + \alpha \delta \left( \int \Omega \sigma_{\alpha, \delta}^p \nabla \hat{w} \right)^{1/2}. \] (33)

Here, we used the inequality \( ab \leq \frac{a^2}{2} + \frac{b^2}{2} \) for the first term. Together with (29), we deduce
\[ \frac{1}{2} F_{\phi^\delta} \left( \sigma_{\alpha, \delta}^p \right) + \alpha D_\xi \left( \sigma_{\alpha, \delta}^p, \sigma^+ \right) \leq \frac{1}{\lambda} \delta^2 + \frac{\alpha^2}{2 \lambda} C_1^2 + \frac{\alpha \delta}{\lambda} C_1, \] (34)

with \( C_1 = \left( \int \Omega \sigma_{\alpha, \delta}^p \nabla \hat{w} \right)^{1/2} \). This inequality implies that
\[ D_\xi \left( \sigma_{\alpha, \delta}^p, \sigma^+ \right) = O \left( \delta \right) \text{ as } \alpha \to 0 \text{ and } \alpha \sim \delta. \]

By (8) and (34), we have
\[ \left\| F_D \left( \sigma_{\alpha, \delta}^p \right) y - \phi^\delta \right\|_{H^1(\Omega)} \leq \frac{1}{C} F_{\phi^\delta} \left( \sigma_{\alpha, \delta}^p \right) = O \left( \delta^2 \right) \text{ as } \delta \to 0 \text{ and } \alpha \sim \delta. \]

In particular, for \( p \in (1, 2] \) there exists a constant \( C_p > 0 \) such that \( D_\xi \left( \sigma_{\alpha, \delta}^p, \sigma^+ \right) \geq C_p \left\| \sigma_{\alpha, \delta}^p - \sigma^+ \right\|_{L^2(\Omega)} \), see [13, Lemma 10]. Therefore, we have
\[ \left\| \sigma_{\alpha, \delta}^p - \sigma^+ \right\|_{L^2(\Omega)} = O \left( \sqrt{\delta} \right). \]

**Remark 14** Our source condition is very simple and is the simplest among the source conditions in [18, 13, 9, 26]. Especially, we do not need the smallness requirement in the source condition.

## 5 Conclusion

In this paper, sparsity regularization incorporated with the energy functional approach was analyzed for the diffusion coefficient identification problem. The regularized problem was proven to be well-posed and
convergence rates of the method was obtained under a simple source condition. An advantage of the new approach is to work with a convex energy functional. Another advantage is that the source condition of obtaining convergence rates are very simple. We want to emphasize that our source condition is the simplest when it is compared with that in the least squares approach. We did not need the requirement of smallness (or its generalizations) in the source condition.
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