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Abstract: In this note we show well posedness for a relatively general
semilinear parabolic system under nonhomogeneous Neumann conditions and
semi-linearities of (some) equilibrium-reaction type. The result weakens pre-
viously made by Kräutle and Mahato ([Kra08,11] and [Mah12a,b], resp.) on
the coe¢ cients of the elliptic operator as well as on the boundary conditions
considearably.

1. Introduction Even very simple semi-linear parabolic equation can have
merely local solutions, i.e. solutions in some perhaps small neighbourhood of
the initial time. The same applies to coupled systems of more than one, say m;
such equations for the unknowns uk; k = 1; ::;m. Therefore it takes some spe-
cial structure of the nonlinearities to guarantee the existence of global solutions,
i.e. solutions on any given time interval. Nonlinearities modelling equilibrium
reactions bear some potential for producing global solutions since positive pro-
ductions are accompanied by negative ones. Kräutle [ Kra08,11 ] shows that the
production rates of a large class of m1 equilibrium reactions of m species can
be reduced to the following setting: Let 
 � RN be a bounded domain with
C2-boundary �, S := (0; T ) - a time interval,

E 2M(m�m1) with rank(E) = m1; k
�
j > 0; sij 2 f0g [ [1;1);

j = 1; :::;m1; i = 1; :::;m;
(1)

and set

Rj(u) := R
+
j (u)�R

�
j (u) := k

+
j

Qm
i=1 u

sij
j � k�j

Qm
i=1 u

sij
j ;

R = (R1; :::; Rm)
T ; u = (u1; :::; um)

T ;
(2)

bf(u) = ER(u): (3)
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Furthermore, let

Di 2 L1(
;Sym(N)); D = (D1; :::; Dm); (4)

q : S � 
! RN su¢ ciently smooth, divq = 0 (incompressibility) (5)

A0i(D;u) : = div(ji); i = 1; :::;m; A0 := diag(A01; :::; A0m); where (6)

ji : = �Dirui + qui (= di¤usion �ux + advection) (7)

B0i(D;u) := �aiDi @ui@n + qui on �; i = 1; :::;m;
B0 := diag(B01; ::; B0m);

(8)

n = n(x) is the unit outward normal on @
; ai = ai(x) 2 f0; 1g and � 2 (0; 1]
are given (cf. text following (12)) below): In Kräutle�s as well as Mahato�s
settings, advection and di¤usion, the latter modelled by Fick�s law (cf. (7)), are
the transport mechanisms.
The semi-linear problem is: Let g and h be given and �nd u : S � 
! Rm

such that

�
@u

@t
+A0(D;u) = bf(u) in (0; T )� 
 (9)

u(0; �) = g on 
 (10)

B0(D;u) = h on (0; T )� � (11)

Kräutle�s solution u(t; �) lives in W 2;p(
)m for a.a. t; where p > N + 1:
Since he deals with di¤usion and reaction in porous media, in his setting the
porosity � might be di¤erent from one. Mahato considers a free �ow - and thus
� = 1:Kräutle splits � in two disjoint parts �in and �out, the in- and out�ow
boundary parts, and speci�es (11) as

�q�n � 0 on �in; -q�n � 0 on �out and -Di
@ui
@n

= 0 on �out; (12)

h = 0 (13)

i.e. the out�ow is entirely advective ([Kra08,11]). In order to model the third
condition in (12), we choose ai(x) := 0 on �out: The existence proof is based
on L1-estimates obtained via a Ljapunov functional, a �xed-point argument
and classical W 2;p theory for linear parabolic systems. An essential backdraw
is that - in their approch - the di¤usion coe¢ cients need to be the same for
all species. For a di¤usion setting in a porous medium this can be justi�ed by
the observation that - usually - the advective �ux dominates the di¤usive one
by order of magbitudes. Although not being completely uncommon in some
practical applications with large Peclet number, Pe >> 8 (cf. [Bet08]), in
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general this is a serious restriction, in particular for free �ows. A less serious
restriction is h = 0 in (11) since this excludes some (technical) applications in
which there is might be an injection or take-out of substance from the outside.
Mahato extends this setting in several directions; among others he obtains global
and unique weak solutions with u(t; �) 2 W 1;p(
)m; p > N + 2; under far less
restrictive assumptions on the initial data, but still with one and the same scalar
di¤usion coe¢ cient for all species ([Mah13a]). His approach also allows for some
non-mooth dissolution from (parts of) @
 contributing to the species in 
 and
h 6= 0 ([MaB13c]).
In this note we address the issue of identical di¤usion coe¢ cients and show

that the unique existence of weak solutions can still be guaranteed under the
following assumptions: Let

D�
0 = const: > 0; D0k := diag(D

�
0 ; :::; D

�
0) 2 Sym(N);

D0 := (D01; :::; D0m) 2 Sym(N)m

and

h0 2 Lq(@
)m: (14)

Then there is an L1(
;Sym(N))-neighbourhod of D�
0 ; U = U(D

�
0); such that

for all D 2 U there is a unique weak solution of (10).

Remark: In this note we do not directly employ the particular structure
(1) - (3) of the reaction rates incorpoated into bf(u); rather we use (15) in
theorem 1 below the proof of which is based on this structure. All we need here
is - in (3) - bf 2 C1(R)m: (15)

For ease of notation we assume

# of unknown concentrations = # of reactions, i.e. m = m1: (16)

2. Technical preliminaries

Spaces Let p; q 2 [1;1]; 1
r +

1
s = 1; � 2 [0; 1]; 
 � RN - a bounded

Lipshitz domain.
Sym(N) is the set of all real symmetric matrices A = (Aij) normed by

jAjSym(N) := maxi;j=1;::;N jAij j :
(�; �)p;� and [�; �]� stand for the real- and complex-interpolation functor, resp.

(cf. [Tri78]),
Lp(
); H1;p(
); W 2;p(
); C�(
) - (standard) Lebesgue, Sobolev- and Hölder

spaces, resp., with their any of their standard norms (cf. [AdF03], [Tri78]).
" ,! " denotes a continuous imbedding.
Let Y be a normed space. Lp(S;Y ) and H1;p(S;Y ) are the (standard)

Bochner and Sobolev-Bochner spaces (cf. [Eme04], [Wlo87]).
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Y � stands for the dual of Y; the product Y := Y1� :::�Ym of normed spaces
Yk is normed by k(y1; :::; ym)kY =

Xm

k=1
kykkYk unless required otherwise. If

X and Y are normed spaces, then Iso(X;Y ) stands for the set of all toplinear
isomorphisms from L(X;Y ).
From here on we assume

p > N + 2 - �xed. (17)

The imbedding Lp(
)m ,! (H1;q(
)�)m is given by

Lp(
)m � w 7! Lh :
hLh; wi :=

Pm
i=1

R


h0i(x)wi(x)dx, w 2 (H1;q(
))m:

(18)

We set
Fp := Fp(
) := L

p(S;H1;p(
)) \H1;p(S; (H1;q(
)�));

normed by

kukFp := kukLp(S;H1;p(
)) + kukLp(S;(H1;q(
))�) + ku
0k

Lp(S;(H1;q(
))�)
: (19)

u0 is the distributional derivative of u. The solution space of the system under
consideration is

F = F(
) := Fp(
)
m:

Note that
Fp � C(S; (H1;q(
)�;H1;p(
))1� 1

p ;p
) (20)

and
Fp � C(S;C(
)) (21)

(cf. [Mah13a]):
For abbreviation, set

V := H1;p(
)m; W := (H1;q(
)m,
V0 := ((H

1;q(
)�;H1;p(
))1� 1
p ;p
)m and V@
 := Lq(@
)m:

Thus
F = Lp(S;V ) \H1;p(S;W �) � C(S;V0): (22)

We introduce

E1 := L
1(
;Sym(N))m; E2 := F

u
p ; E := E1 � E2; (23)

Let D = (D1; :::; Dm) 2 E1. E1 is normed by

jDjE1 := max
i=1;::;N; j�i
k=1;:::;m

jDkij jL1(
) ; :

Finally, let

Z1 := L
p(S;W �) ("time-derivative space");

Z2 := V0 ("initial value space"); Z := Z1 � Z2:
(24)

Note: If Dk = diag(D�; D�; :::; D�); D� = const: 2 R for all k; then jDjE1 =
jD�jL1(
) :
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Operators and forms

For functions v = v(t; x); t 2 S; x 2 
; we set v(t) := v(t; �): DkG := @G
@xk

is

the partial F-derivative of G = G(�1; ::; �n); DH(�) - the F-derivative of
H = H(�);

bf 2 C1(Rm;Rm) (production-rate vector, cf. (3) and (15)),
f : V !W �, hf(u); vi :=

R


bf(u(x))T v(x)dx (the V -realisation of bf);

F : F! Lp(S;W �); h(F (u))(t); vi :=
R


bf(u(t; x))T v(x)dx a:a:t 2 S;

A01(D;u) := �(div(D1ru1); :::;div(Dmrum))T , A02(D; u) := (div u1q; :::;div umq)T
for u = (u1; :::;mm)

T 2 C2(
)m; D = (D1; :::; Dm) 2 E1 (cf. (23)),

A0 := A01 +A02:

A(D; �) is the V -realisation of A0(D; �); i.e. A : E1 � V !W �, where

A(D;u) : = A1(D;u) +A2(u) +B(h);

hA1(D;u); vi : =
Pm

k=1

Z



Dkruk(t; �) � rvk; u 2 V; v 2W;

hA2(u); vi (t) : =
Pm

k=1

Z



uk(t; �)q(t; �) � rvkdx; u 2 V; v 2W;

hB(h); vi =
Pm

k=1

Z
@


hk(t; �)vkd�; v 2 V:

The corresponding extensions for time dependent u = u(t) is, with the
same notation, given by A(D;u)(t) := A(D;u(t)): Similarly we proceed
with A1; A2 and B and obtain

A;A1; A2 : E1 � E2 ! Z1; B : L
q(S;V@
)! Z1:

h 6= 0 corresponds to non-homogeneous �ux boundary conditions.
Finally set

G1(D;u) : = u0 +A(D;u) +B(D;h0)� F (u); (25)

G2(D;u) : = u(0)� g0; (26)

G : = (G1; G2)
T :

Weak solutions Let D 2 E1: u is called a weak solution of problem (9) -
(12), if

u 2 F;
u0(t) +A(D;u(t)) +B(h(t)) = F (u)(t) in W � for a:a:t 2 S;

u(0) = u0:
(27)
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Alternatively: u is a weak solution if

u 2 F
G(D;u) = 0 in Z := Z1 � Z2.

(28)

We will make use of the following simple

Lemma 1 Let Pk and Qk be normed spaces and P1 ,! Q1, Q2 ,! P2,
W � P1 � P2, M : Q1 ! Q2 - F-di¤erentiable and M :=M=P1. Then:

L(Q1;Q2) ,! L(P1;P2), (29)

C(W ;L(Q1;Q2)) ,! C(W ;L(P1;P2)) (30)

and
DM(u) = DM(u)=P1 2 L(P1;P2): (31)

Proof. Follows directly from the de�nitions. 4

4. Result

Theorem Let D�
0 = const: > 0 and let D0 := (D01; :::; D0m) 2 (RN )m be

the vector of identical diagonal matrices with identical entries

D0k = diag(D
�
0 ; :::; D

�
0) 2 Sym(N); k = 1; :::;m;

assume fo the initial function

g 2 V0 such that for all components: gi � 0;

h 2 Z1
and and let (12) be satis�ed. Then there is a neighbourhood U = U(D0)
in L1(
;Sym(N)m) such that (28) is uniquely solvable for all D 2 U . The
components of the solutions are non-negative.
Note: The proof of the implicit function theorem provides estimates for the

size of U(D0): Here we do not yet go into detail:

5. Proof of the theorem We employ the (classic version of the) implicit
function theorem (cf. [Wlo71], e.g.):
By [Ma13a],[MaB13b] there is a unique solution u0 2 F of

G(D0; u0) = 0 in Z: (32)

The components of u are non-negative. We show

hhDF (u(t); vi ; 'i =
R


Duf(u(t; x))v(x)'(x)dx

for a.a. t 2 S; u; v 2 F; ' 2W; (33)
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D1G(D;u); D

�
=
�
A1(D;u); 0

�T
; (34)

hD2G(D;u); vi = (v0 +A(D; v)� hDF (u); vi ; v(0))T for u; v 2 F; (35)

G 2 C1(E1 � E2;Z) (36)

and
L := D2G(D0; u0) 2 Iso(E2; Z): (37)

Re. (33) Set

P1 := E2 (= F !); P2 := Z1 (= Lp(S; (H1;q(
)�)m));
Q1 := C(S;C(
)

m); Q2 := L
p(S : C(
)m):

Since f 2 C1(Rm)m, DF (u) 2 L(Q1;Q2) exists and the restricition F=P1 is dif-
ferentiable with D(F=P1)(u) 2 L(P1;P2) for all u 2 P1. Therefore, hDF (u); vi
exists in (35) . The veri�cation of the rest of (35) follows right away by using
the linearity of the corresponding expressions.
In order to see (36) we note that DF (�) 2 C(E1;L(Q1;Q2)) and, by (30),

DF=P1 2 L(P1;P2): This implies (36).
Given the linearity of the correspondig terms, (34) is straightforward. There-

fore D1G(D;u) exist. To see the continuity of D2G(�; �) we note, that E1 �
D 7! A1(D;u) 2 Z1 is linear and continuous, thus Lipshitz. Therefore E1 �
D 7! D2G(D;u) 2 L(E2;Z) is Lipshitz. This and the continuity of F � u 7!
D2G(D;u) 2 L(E2;Z) imply the continuity of E � (D;u) 7! D2G(D;u) 2
L(E2;Z). Having the continuity of one partial derivative (D2G(�; �)!) of a total
of two, we obtain the existence of DG(�; �): The estimate

A1(D;u)

Z1 � ��D��E1 kukLp(S;V ) � ��D��E1 kukE2 (de�nition of W !)

implies

kD1G(D;u)kL(E1;Z) �
��D��

E1
kukE2 : (38)

The continuity of both D1G and D2G imply the continuity of DG.
Re. (37): Let (f1; g1) 2 Z; � > 0. In order to verify (37) is remains to

show, that the problem

Find v 2 E2 (= F !) with (39)

v0 + (A1(D0; v) + �v) +B(h)� (hDF (u0); vi+ �v �A2(v)) = f1; (40)

v(0) = g1: (41)

has a unique solution. The operator A1(D0; �) + �� (with �ux-boundary condi-
tions h = 0) possesses the maximal-regularity property on V in the Lp-sense
(cf. [PrS01]; also cf. [KuL01]) and �hDF (u0); �i�� �+A2� is a lower-order per-
turbation (with smooth coe¢ cients). Therefore (39) - (41) is uniquely solvable.
r
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6. Extensions The approach from the previous sections can also be applied

to Kräutle�s W 2;p-setting. Modifying the setting (25), (26), (32) as

G1(D;h; u) : = u0 +A(D;u) +B(D;h)� F (u); (42)

G2(D; j; u) : = (u(0)� g0; B0(D;u)� h)T (43)

G : = (G1; G2)
T :

one can also deal with (perhaps small) nonhomogeneities h:Moreover, the size of
neighbourhood U(D0) (cf. section 4) can be estimated. This will be addressed
somewhere else.
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