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Abstract

We are concerned with a wavelet–based treatment of nonlinear diffusion equa-
tions in the context of image processing. In particular, we focus on the Perona–
Malik model as a suitable instrument for smoothing images while preserving
edges. We are not exploring a complete new method of solving the Perona–
Malik equation but, inspired by Weickert et.al., we develop a new variant, based
on wavelet technology, of regularizing this specific equation. By carefully choos-
ing the generators, we are able to derive all inner products and integrals of the
weak formulation with high efficiency. We prove that the proposed scheme over-
comes the ill-posedness of the nonlinear Perona–Malik diffusion equation and
illustrate the obtained results by some numerical experiments.

keywords, phrases: Nonlinear diffusion, regularization of Perona–Malik equations,
smoothing, edge preservation, interpolating and operator adapted wavelets

1 Introduction

An important field in image processing is the restoration of the ‘true’ or the ‘cartoon’
image from an observation. In almost all applications the observation is a noisy and
blurred version of the true image. There are several ways to attack the restoration prob-
lem, e.g. by solving a related variational formulation or by solving a partial differential
equation.

∗Corresponding author: email: teschke@math.uni-bremen.de, phone: 0049(0)421 218 9394
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In this paper we focus on image restoration methods by means of partial differential
equations which induce a smoothing while keeping the edge information. A very proper
model for that task was introduced by Perona and Malik, see [13], which results in a
nonlinear diffusion equation

∂tu = div(g(|∇u|2)∇u), (1)

where g is supposed to be a smooth, non-increasing function with g(0) = 1, g(x) ≥ 0
and g(x) tending to zero at infinity. Model (1) might be extended by choosing tensor–
valued diffusivities. Here we limit the analysis to the scalar–valued case. In order to
solve the restoration problem, the function g should be chosen such that the diffusion
process described by (1) behaves like a classical diffusion for small gradients and does
nothing for large gradients. In the pioneering paper of Perona and Malik the following
model is suggested

g(s2) :=
1

1 + s2/λ2
. (2)

A drawback using this specific function g is that it induces ill-posedness of (1). It is
shown e.g. in [19] that there exist also diffusivities g which induce well-posedness of
(1). A necessary condition to ensure existence and uniqueness of the solution is that
the flow-function Φ(s) := g(|s|2)s must be nondecreasing, see [17] (classical theory of
ordinary differential equations) or [2] (theory of maximal monotone operators).

The main goal of this paper is to overcome the ill-posedness of equation (1) by a
reasonable wavelet–based regularization which is induced by an adequate discretization.
In principle, we follow the idea of Weickert et.al., see [9, 20, 19], where the discretization
is based on a finite-differences method that provides certain filtering properties, well-
posedness, mean conservation etc. Weikert’s idea goes as follows: discretize spatially
problem (1) by finite differences and obtain a system of ordinary differential equations

du

dt
= A(u)u. (3)

It is shown in [20] that under certain conditions on the matrix A(u) - such as A(u) ∈ C1,
symmetry, non-negative off diagonals, irreducibility - the system (3) exhibits well-
posedness, continuous dependency on the initial values and on the right hand side of
(3), mean-value conservation, extremum principle, and, finally, convergence to the sta-
tionary constant state.

The main result of this paper is the proof that the resulting system of ordinary dif-
ferential equations obtained by a wavelet–based discretization fulfills all the required
conditions to circumvent ill-posedness, and, moreover, that all building blocks com-
bined here result in a very thrifty numerical scheme.

The remaining sections of the paper are organized as follows: in Section 2 we sum-
marize all required ingredients; in Section 3 we present our wavelet–based discretization
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and prove the main result; Section 4 is concerned with the concrete application to the
one– and two–dimensional cases; finally, in Section 5 we present numerical experiments.

A remark to the philosophy of this paper – the intention is not to rediscover all the
nice techniques to numerically solve the Perona–Malik diffusion equation. This paper
mainly aims to show how several buildings blocks taken from wavelet analysis can be
reasonably combined to construct a new variant of the Perona–Malik regularization.

2 Preliminaries

Let Ω be a sufficiently smooth bounded domain in R
d and T > 0. In the original

setting, the equation (1) is defined for all functions u : (0, T )×Ω → R with continuous
derivative on (0, T ) and such that u(t, .) ∈ C2(Ω) for all t ∈ (0, T ). We denote the
space of such functions by C1(0, T ; C2(Ω)). The weak formulation of the problem is
defined for functions in C1(0, T ; H1(Ω)). In order to achieve a spatial discretization of
the continuous Perona–Malik equation, we search for a solution in a finite dimensional
subspace, let say Vj, of H1(Ω). Here we do not focus on applying the classical Galerkin
approach to approximate the solution of the continuous problem since we do not have
existence of a continuous solution in general, see [9].

Instead of the Galerkin idea we limit the problem to choosing some Ansatz space
Vj for some fixed j and to solve the related discretized problem. For our purpose,
an adequate space Vj means that we are able to overcome or to circumvent most of
the appearing difficulties caused by the weak formulation. This requires test functions
that allow a thrifty computation of all the inner products and integrals. All this can
be performed by generators and wavelets in a multiresolution framework.

2.1 Generator functions and multiresolution on the torus

We consider a very natural setting for images, consisting of periodic functions on the
bounded domain Ω := [0, 1]d. Hence, we need to briefly review the concept of multires-
olution analysis on the torus. To this end, instead of the d-dimensional unit interval
Ω we take the torus T d := R

d/Z
d. Let us now consider the following periodization

mapping from L2(Rd) to L2(T d)

[f ](x) =
∑

l∈Zd

f(x + l). (4)

Note that every scaling function φ satisfies the so called scaling equation with a filter
mask h = {hk}k∈Zd, as follows:

φ(x) = m1/2
∑

k∈Zd

hkφ(Mx − k), (5)

where M is a so-called scaling matrix and m = |det M |. Functions that satisfy (5)
are also called (M, h)-refinable. Assuming that φ is a scaling function which generates
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a multiresolution analysis of L2(Rd), the latter mapping can be used to construct
periodized scaling functions

[φj
k] =

∑

l∈Zd

φj
k(· + l) = mj/2

∑

l∈Zd

φ(M j(· + l) − k), (6)

which fulfill a rescaling property (5) as well, i.e. we have

[φ](x) =
∑

l∈Zd

φ(x + l) =
∑

l∈Zd

m1/2
∑

k∈Zd

hkφ(M(x + l) − k) =
∑

k∈Zd

hk[φ
1
k](x) (7)

and for the rescaled versions

[φj
k](x) =

∑

n∈Zd

hn[φj+1
Mk+n](x) =

∑

p∈Zd

hp−Mk[φ
j+1
p ](x). (8)

Note that the periodization procedure preserves the compactness property of scaling
functions, which is characterized by the finite filter mask, cf. (5) and (7).

Finally, defining Z
d,j := Z

d/(M j
Z

d) one can show that the spaces

[Vj] := span{[φj
k], k ∈ Zd,j}, j ∈ N0, (9)

form a multiresolution analysis of L2(T d), see for details [6]. The construction principle
holds for the orthonormal as well as for the biorthormal framework, which is of interest
for our approach.

2.2 Interpolating generator functions and quadrature rule

In order to construct easy to implement quadrature rules, the usage of interpolating
Ansatz functions is preferred. An interpolating scaling function fulfills by definition

φ(k) = δ0,k, k ∈ Z
d. (10)

A simple construction scheme is given, in the one dimensional case, by the so-called
Deslauriers-Dubuc scaling functions, see [12, 8],

φ2N (x) := (ϕN ∗ ϕ̌N )(x), (11)

where ǧ(·) = g(−·), and ϕN denotes here a Daubechies generator of order N . Through-
out the paper we shall use this kind of compactly supported scaling functions. This
is reasonable since it is shown in [12, 8] that φ2N generate a multiresolution analysis.
Moreover, the construction of smooth duals is ensured by [3].

In order to develop a quadrature rule, we introduce an interpolation projector by

πj(v) := m−j/2
∑

k∈Zd,j

v(M−jk)[φj
k]. (12)

For this interpolation projector we quote the following L∞– error estimate, see [11],
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Theorem 2.1. Let πj be the interpolation operator (12) associated with a continuous,

compactly supported (M, h)-refinable function φ, which is l2-stable and belongs to the

Sobolev space W n(L1(R
d)) for some n ∈ N. M is assumed to be an isotropic scaling

matrix, i.e. there exist some A, B ∈ GL(d) and a diagonal matrix D = diag{λ1, . . . , λd}
with |λ1| = · · · = |λd|, so that M = ADB. Then there exists C > 0, so that for all

v ∈ W n+1(L∞(T d)) the error estimate

‖v − πj(v)‖L∞(T d) ≤ Cr(M)−j(n+1),

holds true. Here r(M) denotes the spectral radius of M .

Now we may define in a usual way a quadrature rule for the integral
∫

Ω
v by

Q
(

∫

Ω

vdx
)

:=

∫

Ω

πj(v)dx = m−j
∑

k∈Zd,j

v(M−jk). (13)

As a simple consequence of Theorem 2.1 the following error estimate for this quadrature
rule (13) holds

∣

∣

∣

∣

∫

Ω

v(x)dx −
∫

Ω

πj(v)dx

∣

∣

∣

∣

≤ Cr(M)−j(n+1).

2.3 Generator functions via integration and differentiation

As a final refinement of our Ansatz system we apply a method that allows a construc-
tion of scaling functions by integration and differentiation, see e.g. [10, 16, 4]. This
refinement enables us to use differential operator adapted generator functions which
‘absorb’ the derivatives.

The basic idea is to start with a dual pair of generator functions and to apply some
integration and differentiation in order to obtain another dual pair of scaling functions
(now equipped this sort of ‘derivative absorbing property’). The next quoted theorem
states how the new dual pair can be obtained.

Theorem 2.2. Let φ, φ̃ ∈ L2(R) be a dual pair of compactly supported scaling functions

with symbols H and H̃ respectively, which generates a dual MRA of L2(R). Let φ̃ ∈
H1(R) and

∫

R
φ =

∫

R
φ̃ = 1. Then there exists a dual pair ϕ, ϕ̃ ∈ L2(R) of compactly

supported scaling functions with

ϕ′(x) = φ(x + 1) − φ(x), φ̃′(x) = ϕ̃(x) − ϕ̃(x − 1).

The symbols h and h̃ of ϕ and ϕ̃ satisfy the following relations:

h(z) =
1 + z

2
H(z), h̃(z) =

2z

1 + z
H̃(z).

The functions ϕ and ϕ̃ also generate a dual MRA of L2(R).
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3 Wavelet regularization by spatial discretization

This section is devoted to the main result of this paper, namely to show that our
wavelet regularization by spatially discretizing the Perona–Malik equation results in a
well–posed problem for which we present an implicit scheme that is solved by a fixed
point iteration.

3.1 Semi-discrete formulation

Let Ω be as before, T > 0 and u, u0 be sufficiently smooth so that the following
boundary value problem (which might be ill-posed for a certain class of functions g) is
well-defined

∂tu = div(g(|∇u|2)∇u) in (0, T ) × Ω (14)

u|t=0
= u0 in Ω (15)

u|xi=0
= u|xi=1

, i = 1, . . . , d in (0, T ). (16)

According to the periodic boundary conditions we choose [Vj] as the underlying Ansatz
space, which is a finite dimensional subspace of H1

p(Ω) if the generator function was
properly chosen. Note that the existence of boundary values of Sobolev functions
follows from the Trace Theorem for Sobolev functions, see [1], and that there exists a
L2(∂Ω)-valued trace of a H1(Ω)-function onto ∂Ω such that every v ∈ H1

p(Ω) is periodic
almost everywhere on the boundary ∂Ω. Thus the resulting semi-discrete problem is
to find some uj ∈ C1(0, T ; [Vj]) such that the variational equation

(

∂tu
j(t), v

)

+
(

g(|∇uj(t)|2)∇uj(t),∇v
)

= 0 (17)

uj(0) = uj
0 (18)

is fulfilled for all v ∈ [Vj] and t ∈ (0, T ). In case of discrete initial values u0 we can
choose [Vj] so that u0 ∈ [Vj]. Then we can use u0 instead of uj

0 in (18).

3.2 Well-posedness

Let {φλ, λ ∈ Λj}, where Λj := {λ = (j, k), k ∈ Z
d,j}, be a basis of [Vj] and let Nj be

its dimension, i.e. Nj = #Λj. With this notation, uj ∈ C1(0, T ; [Vj]) has the following
expansion

uj =
∑

λ∈Λj

cλφλ (19)

with coefficients cλ ∈ C1(0, T ). Furthermore, let A ∈ R
Nj×Nj denote the mass matrix

associated with the nodal basis of [Vj], i.e.

Aλµ :=
(

φλ, φµ

)

, λ, µ ∈ Λj. (20)
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Theorem 3.1. Let u0 ∈ [Vj] and T > 0. Assume the mass matrix A to be regular and

let

G(c)(x) := g
(

∣

∣

∑

ν∈Λj

cν∇φν(x)
∣

∣

2
)

c, x ∈ Ω, c ∈ R
Nj (21)

be Lipschitz continuous with respect to c with Lipschitz constant L > 0. Then there

exists a unique set of coefficients cλ ∈ H1(0, T ) such that uj =
∑

λ∈Λj
cλφλ is the unique

solution of the discrete problem (17)-(18).

Proof. Taking as test functions φµ, µ ∈ Λj, and using ∂tu
j(t) =

∑

λ∈Λj
c′λ(t)φλ and

∇uj(t) =
∑

λ∈Λj
cλ(t)∇φλ, the semi-discrete problem (17)-(18) results in an equivalent

ODE system:

∑

λ∈Λj

c′λ(t)
(

φλ, φµ

)

+
∑

λ∈Λj

cλ(t)
(

g
(
∣

∣

∑

ν∈Λj

cν(t)∇φν

∣

∣

2)∇φλ,∇φµ

)

= 0 (22)

cλ(0) = c0,λ, (23)

which can be rewritten as

Ac′(t) + B(c(t))c(t) = 0 (24)

c(0) = c0, (25)

where c0,λ = (u0, φ̃λ) and B : R
Nj → R

Nj×Nj represents the nonlinear term

Bλµ(c) :=
(

g
(
∣

∣

∑

ν∈Λj

cν∇φν

∣

∣

2)∇φλ,∇φµ

)

, c ∈ R
Nj . (26)

The regularity of A allows us to transform the initial value problem (24)-(25) into an
integral representation

c(t) = c0 −
∫ t

0

A−1B(c(s))c(s)ds. (27)

Note, that c ∈ C1(0, T )Nj solves the initial value problem (24)-(25) if and only if
c ∈ C0([0, T ])Nj and c solves the integral equation (27). Introducing the space X :=
C0([0, T ], RNj) equipped with the norm ‖c‖r := sup0≤t≤T e−rt‖c(t)‖2 (this is then a
Banach space), the solution c of (27) has to be a fixed point for S : X → X where S
is defined as

S(c)(t) := c0 −
∫ t

0

A−1B(c(s))c(s)ds. (28)

The existence of a fixed point is shown by proving that S is a contraction for one r, i.e.

‖S(c) − S(c̃)‖r ≤ q‖c − c̃‖r (29)
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for some 0 < q < 1. For t ∈ [0, T ] we have

∥

∥S(c)(t) − S(c̃)(t)
∥

∥

2
=

∥

∥

∥

∫ t

0

A−1
(

B(c(s))c(s) − B(c̃(s))c̃(s)
)

ds
∥

∥

∥

2

≤ ‖A−1‖
∫ t

0

∥

∥

∥
B(c(s))c(s) − B(c̃(s))c̃(s)

∥

∥

∥

2
ds

≤ ‖A−1‖
∫ t

0

∑

λ∈Λj

∣

∣

∣

(

B(c(s))c(s) − B(c̃(s))c̃(s)
)

λ

∣

∣

∣
ds. (30)

Additionally, for s ∈ [0, T ] we may compute

(

B(c(s))c(s) − B(c̃(s))c̃(s)
)

λ
=

∑

µ∈Λj

Bλµ(c(s))cµ(s) − Bλµ(c̃(s))c̃µ(s)

=
∑

µ∈Λj

(

g
(
∣

∣

∑

ν∈Λj

cν(s)∇φν

∣

∣

2)∇φλ,∇φµ

)

cµ(s) −
(

g
(
∣

∣

∑

ν∈Λj

c̃ν(s)∇φν

∣

∣

2)∇φλ,∇φµ

)

c̃µ(s)

=
∑

µ∈Λj

∫

Ω

(

Gµ(c(s))(x) − Gµ(c̃(s))(x)
)

∇φλ(x)∇φµ(x)dx. (31)

The Lipschitz continuity of G
∥

∥

∥
G(c)(x) − G(c̃)(x)

∥

∥

∥

2
≤ L

∥

∥c − c̃
∥

∥ ∀x ∈ Ω; c, c̃ ∈ R
Nj (32)

and the estimate
∣

∣

∣
Gµ(c(t))(x) − Gµ(c̃(t))(x)

∣

∣

∣
≤

∥

∥

∥
G(c(t))(x) − G(c̃(t))(x)

∥

∥

∥

2
(33)

results, for s ∈ [0, T ], in

∣

∣

∣

∣

(

B(c(s))c(s) − B(c̃(s))c̃(s)
)

λ

∣

∣

∣

∣

≤
∑

µ∈Λj

∫

Ω

∣

∣

∣
Gµ(c(s))(x) − Gµ(c̃(s))(x)

∣

∣

∣

∣

∣∇φλ(x)∇φµ(x)
∣

∣dx

≤ L
∥

∥c(s) − c̃(s)
∥

∥

2

∑

µ∈Λj

∫

Ω

∣

∣∇φλ(x)∇φµ(x)
∣

∣dx. (34)

Combining the latter estimate with estimate (30) we obtain

∥

∥S(c)(t) − S(c̃)(t)
∥

∥

2
≤ ‖A−1‖

∫ t

0

L
∥

∥c(s) − c̃(s)
∥

∥

2
ds

∑

λ,µ∈Λj

∫

Ω

∣

∣∇φλ(x)∇φµ(x)
∣

∣dx

≤ C‖c − c̃‖r

∫ t

0

ersds, (35)
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where C = ‖A−1‖L
∑

λ,µ∈Λj

∫

Ω

∣

∣∇φλ(x)∇φµ(x)
∣

∣dx is a finite constant. With the help

of (35) we finally obtain

e−rt
∥

∥S(c)(t) − S(c̃)(t)
∥

∥

2
≤ C‖c − c̃‖r

∫ t

0

e−r(t−s)ds

≤ C

r
‖c − c̃‖r (36)

which shows that, for suitably chosen r (r > 0 and C
r

< 1), S is contractive. The
application of Banach’s Fixed Point Theorem completes the proof.

3.3 Conservation of well–posedness after applying quadrature

rules

Thanks to the Dahmen & Micchelli scheme, see [5], we have a method for exactly
computing the entries of the mass matrix A in (24). The remaining task is to numer-
ically approximate the integral term B in (24). We aim to apply the quadrature rule
introduced in Subsection 2.2. This yields the following approximation B̃ of B

B̃λµ(c) = Q
(

Bλµ(c)
)

= Q
(

(

g
(
∣

∣

∑

ν∈Λj

cν∇φν

∣

∣

2)∇φλ,∇φµ

)

)

= m−j
∑

k∈Zd,j

(

g
(
∣

∣

∑

ν∈Λj

cν∇φν

∣

∣

2)∇φλ∇φµ

)
∣

∣

∣

M−jk
, λ, µ ∈ Λj, c ∈ R

Nj . (37)

Hence, we obtain a perturbed system to be solved

Ac′(t) + B̃(c(t))c(t) = 0 (38)

c(0) = c0. (39)

Thus, we have to ensure that system (38)-(39) is solvable and that its solution approx-
imates the solution of (17)-(18). To this end, we reformulate our problem: let c(t) be
a solution of

c′(t) = F (t, c(t)) (40)

c(0) = c0 (41)

for all t ∈ (0, T ], where F (t, c) := −A−1B(c)c. Then the problem is to show that the
solution continuously depends on the right hand side F . The initial values are not
affected by applying the quadrature rule. Thus, by [18], we have to show that F (t, c)
is continuous, and that there exists an α > 0 such that F is, with respect to c, global
Lipschitz continuous on

Dα := {(t, d)| t ∈ [0, T ], ‖d− c‖ ≤ α}.
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It follows that for each ε > 0 there exists some δ > 0 such that the solution c̃(t) of the
perturbed problem

c′(t) = F̃ (t, c(t)) (42)

c(0) = c0 (43)

with continuous F̃ satisfying

‖F̃ (t, d) − F (t, d)‖ < δ for ‖d − c‖ < α (44)

exists and that the estimate
‖c̃(t) − c(t)‖ < ε

holds true.
Note that the global Lipschitz-continuity of F on Dα is a direct consequence of the

Lipschitz-continuity of G.
The next proposition verifies condition (44).

Proposition 3.1. Assume all the condition required in Theorem 2.1. Moreover, as-

sume A to be regular and that B and B̃ fulfill a Lipschitz condition. Let F̃ (t, c) =
−A−1B̃(c)c. Then there exists some δ such that

∥

∥F̃ (t, d) − F (t, d)
∥

∥ < δ.

Proof.

∥

∥F̃ (t, d) − F (t, d)
∥

∥ =
∥

∥A−1B̃(d)d − A−1B(d)d
∥

∥ ≤ ‖A−1‖
∥

∥B̃(d) − B(d)
∥

∥‖d‖
≤ ‖A−1‖

(

‖B̃(d) − B̃(c)‖ + ‖B̃(c) − B(c)‖ + ‖B(c) − B(d)‖
)

‖d‖

≤ ‖A−1‖
(

C1‖d − c‖ + C2r(M)−j(n+1) + C3‖d − c‖
)

‖d‖

The norm ‖d‖ is finite on Dα since, by Theorem 3.1, the solution c of (40)-(41) is
continuous on [0, T ] and therefore bounded on Dα. It follows:

∥

∥F̃ (t, d) − F (t, d)
∥

∥ ≤ ‖A−1‖
(

(C1 + C3)α + C2r(M)−j(n+1)
)

C.

We have to choose α and j so that the expression on the right side is less then δ.

3.4 Time discretization

We suggest to use the implicit Euler method for approximating the time derivative.
For each time step tn = nτ , n = 1, . . . , nmax, the discretized time derivative of uj reads
as

uj
n − uj

n−1

τ
.
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Hence we obtain the following implicit problem for uj
n ∈ [Vj]:

(uj
n − uj

n−1

τ
, v

)

+
(

g(|∇uj
n(t)|2)∇uj

n(t),∇v
)

= 0, ∀v ∈ [Vj] (45)

uj
0 = u0. (46)

Since the implicit Euler method is absolutely stable for all increments τ > 0, we
immediately have that the global discretization error is bounded in time, see e.g. [7,
14, 15]. Expressing uj

n =
∑

λ∈Λj
cn
λφλ, the discrete problem reads as

∑

λ∈Λj

(cn
λ − cn−1

λ )(φλ, φµ) + τ
∑

λ∈Λj

cn
λ

(

g
(
∣

∣

∑

ν∈Λj

cn
ν∇φν

∣

∣

2)∇φλ,∇φµ

)

= 0, µ ∈ Λj

c0 = c0.

After applying the quadrature rule we have

A(cn − cn−1) + τB̃(cn)cn = 0 (47)

c0 = c0. (48)

The system (47)-(48) can be solved with the help of Newton’s method. To this end,
we define

F(c) := A(c − cn−1) + τB̃(c)c. (49)

The First–Order–Newton–Scheme requires the computation DF with respect to c.
Formally we have

DF(c) = A + τ(DB̃(c)c + B̃(c)), (50)

where DB̃(c) denotes the matrix of partial derivatives of B̃. For later convenience we
derive the product DB̃(c)c explicitly

(DB̃(c)c)λµ =
∑

ν∈Λj

∂B̃λµ(c)

∂cν
cν = m−1

∑

ν∈Λj

∑

k∈Zd,j

(

∂g(|∇u|2)
∂cν

∇φλ∇φµ)

)
∣

∣

∣

∣

M−jk

cν, (51)

with

∂g(|∇u|2)
∂cν

= g′(|∇u|2)
∂(|

∑

κ∈Λj
cκ∇φκ|2)

∂cν
= 2g′(|∇u|2)

∑

κ∈Λj

cκ∇φκ∇φν (52)

and u =
∑

κ∈Λj
cκφκ. Introducing the operator S : Ω → R

Nj×Nj , where Sλµ = ∇φλ∇φµ,
we may write

(DB̃(c)c)λµ =
∑

ν∈Λj

∑

k∈Zd,j

(

2g′(|∇u|2)
∑

κ∈Λj

cκ∇φκ∇φν∇φλ∇φµ)
)
∣

∣

∣

M−jk
cν (53)

= 2
∑

k∈Zd,j

(

g′(|
∑

η∈Λj

cη∇φη|2)(cT Sc)Sλµ)
)
∣

∣

∣

M−jk
. (54)

Note that the appearing terms reduce in complexity if we make use of our special
basis functions ϕ obtained by the integration/differentiation procedure described in
Subsection 2.3.
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4 The regularization scheme in one and two dimen-

sions

In what follows we show how in the one– and two–dimensional cases all ingredients
provided above must be combined.

4.1 The one–dimensional case

Let ϕ be a generating function calculated as prescribed in Theorem 2.2, i.e.

ϕ′(x) = φ(x + 1) − φ(x) (55)

with φ satisfying the interpolating property, i.e. φ(k) = δ0,k. Moreover, let [ϕ] be the
periodization of ϕ as in (4). Note that for the periodization of an interpolating function
φ we have

[φj
k](2

−jp) = 2j/2
∑

l∈Z

φ(2j(2−jp + l) − k) = 2j/2δj
k,p , (56)

with

δj
k,p =

{

1, k = p + 2jl for l ∈ Z

0, otherwise
.

Next, we see that

d

dx
[ϕj

k](x) = 2j/22j
∑

l∈Z

ϕ′(2j(x + l) − k)

= 2j2j/2
∑

l∈Z

(φ(2j(x + l) − k + 1) − φ(2j(x + l) − k))

= 2j([φj
k−1](x) − [φj

k](x)).

Thus, the values of the derivative on the grid {2−jp, p = 0, . . . , 2j − 1} are given by

d

dx
[ϕj

k](2
−jp) = 2j([φj

k−1](2
−jp) − [φj

k](2
−jp)) = 23j/2(δj

k−1,p − δj
k,p). (57)

The spatial discretization requires the computation of A1,j and B̃1,j . In order to
compute A1,j we apply a Dahmen and Micchelli algorithm which ensures exact com-
putation of the inner products. The procedure in the periodic case goes as follows:
assuming j to be large enough, we have the following structure of the mass matrix
entries

A1,j
kl =

∫ 1

0

[ϕj
k][ϕ

j
l ] =

∫

R

ϕj
kϕ

j
l +

∫

R

ϕj
k−2jϕ

j
l +

∫

R

ϕj
kϕ

j
l−2j .

Consequently, the computation can be reduced to the known non-periodic case. The
related eigenvalue problem is then obtained by the usual refinement property of ϕ

∫

R

ϕj
0(x)ϕj

k(x)dx =
∑

p∈Z

(

∑

m∈Z

hmhp+m−2k

)

∫

R

ϕj
0(x)ϕj

p(x)dx. (58)
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For the nonlinear term we obtain

B̃1,j
kl (c) = 2−j

∑

p∈Z1,j

(

g
(
∣

∣

∣

∑

m∈Z1,j

cm[ϕj
m]′

∣

∣

∣

2)

[ϕj
k]

′[ϕj
l ]
′

)

∣

∣

∣

2−jp

= 2−j
∑

p∈Z1,j

(

g
(

23j
(

cp+1 − cp)
2
)

)

23j/2(δj
p,k−1 − δj

p,k)2
3j/2(δj

p,l−1 − δj
p,l)

)

(59)

and consequently, B̃1,j(c)c becomes

(

B̃1,j(c)c
)

k
=

∑

l∈Z1,j

B̃1,j
kl (c)cl

= 22j
∑

p∈Z1,j

(

g
(

23j
(

cp+1 − cp)
2
)

)

(δp,k−1 − δp,k)(cp+1 − cp)

)

= 22j
(

G̃(ck − ck−1) − G̃(ck+1 − ck)
)

, k ∈ Z
1,j , (60)

with G̃(x) := g(23jx2)x.
Next, we show that the resulting systems (exact and perturbed)

A1,jc′(t) + B1,j(c)c = 0 (61)

A1,jc′(t) + B̃1,j(c)c = 0 (62)

fulfill all properties that ensure gray value conservation. In order to prove that result,
we shall follow techniques provided in [20, 19].

Proposition 4.1. The average gray value γ of u0 defined by

γ :=
1

Nj

∫

Ω

u0(x)dx =
1

Nj

∑

λ∈Λj

c0,λ

remains unchanged after applying the semi-discrete diffusion filtering described by (61)
or (62).

In other words, if u is a solution of the semi-discrete problem (61) or (62), then for

all t ∈ [0, T ] we have
1

Nj

∫

Ω

u(x)dx =
1

Nj

∑

λ∈Λj

cλ(t) = γ.

Proof. First, we observe that the coefficients of A1,j , B1,j , B̃1,j satisfy

• all row sums of A1,j are equal; this follows by the fact that

∑

l∈Z1,j

A1,j
kl =

∑

l∈Z1,j

∫ 1

0

[ϕj
k][ϕ

j
l ] =

∑

l∈Z1,j

∫ 1

0

[ϕj
0][ϕ

j
l−k] =

∑

l∈Z1,j

∫ 1

0

[ϕj
0][ϕ

j
l ] (63)

do not depend on k,
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• all row sums of B1,j as well as of B̃1,j are equal to zero; this can be seen by
considering

∑

l∈Z1,j

[ϕj
l ]
′ = 2j

∑

l∈Z1,j

([φj
l−1] − [φj

l ]) = 0,

where in particular for p ∈ Z
1,j holds

∑

l∈Z1,j

[ϕj
l ]
′(2−jp) = 0.

It follows then

∑

l∈Z1,j

B1,j
kl (c) =

∑

l∈Z1,j

∫ 1

0

g
(

∣

∣

∑

m∈Z1,j

cm[ϕj
m]′(x)

∣

∣

2
)

[ϕj
k]

′(x)[ϕj
l ]
′(x)dx = 0 (64)

and

∑

l∈Z1,j

B̃1,j
kl (c) =

∑

l∈Z1,j

2−j
∑

p∈Z1,j

(

g
(

∣

∣

∑

m∈Z1,j

cm[ϕj
m]′

∣

∣

2
)

[ϕj
k]

′[ϕj
l ]
′

)

∣

∣

∣

2−jp
= 0. (65)

Hence, we obtain

∑

λ∈Λj

(

Ac′(t)
)

λ
= −

∑

λ∈Λj

(B(c)c)λ = −
∑

λ∈Λj

∑

µ∈Λj

Bλµ(c)cµ = −
∑

µ∈Λj

(

∑

λ∈Λj

Bλµ

)

cµ = 0.

(66)
It follows that

∑

λ∈Λj

(

Ac
)

λ
= const. (67)

Since all row sums of A are equal, we may conclude

const =
∑

λ∈Λj

(

Ac
)

λ
=

∑

λ∈Λj

∑

µ∈Λj

Aλµcµ =
∑

µ∈Λj

(
∑

λ∈Λj

Aλµ)cµ = (
∑

λ∈Λj

Aλµ)
∑

µ∈Λj

cµ = C
∑

µ∈Λj

cµ,

(68)
i.e. the average gray value remains constant in time.

Finally, we consider the time discretization and the resulting Newton scheme. To this
end, we have to choose some time step τ > 0. As illustrated before, our discretization
in time results then in an implicit Euler scheme. Let cn denote the n-th iterate of
the coefficient vector corresponding to the time step tn = nτ , n = 1, . . . , nmax = T/τ .
Then the scheme to be solved reads as

A1,j(cn − cn−1) + tkB̃
1,j(cn)cn = 0, n = 1, . . . , nmax (69)

c0 = c0. (70)
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The explicit structure of the derivative of B̃1,j(c)c required for the application of New-
ton’s scheme is given by

D(B̃1,j(c)c)kl =
∂
(

B̃1,j(c)c
)

k

∂cl

=



















22j
(

G̃′(cl − cl−1) + G̃′(cl+1 − cl)
)

, l = k

−22j
(

G̃′(cl − cl−1)
)

, l = k − 1

−22j
(

G̃′(cl+1 − cl)
)

, l = k + 1

0, else .

(71)

Since the whole scheme is solved in the nodal generator basis it might happen that the
final Newton system to be solved is ill–conditioned. In this case we suggest to apply
wavelet preconditioning techniques in order to stabilize the problem.

4.2 Two–dimensional case

The two–dimensional case is treated exactly the same way as the one–dimensional one.
The only difference is that we are not able to generate by the integrating/differentiating
method a fully interpolating generator function.

We generate the nodal basis function by tensor products of the one-dimensional
scaling functions

[Φ](x, y) = [ϕ](x)[ϕ](y), (x, y) ∈ [0, 1]2. (72)

The components of the gradient applying Ansatz (55) are given by

∂

∂x
[Φj

k](x, y) =
d

dx
[ϕj

k1
](x)[ϕj

k2
](y) = 2j

(

[φj
k1−1](x) − [φj

k1
](x)

)

[ϕj
k2

](y) (73)

∂

∂y
[Φj

k](x, y) = [ϕj
k1

](x)
d

dy
[ϕj

k2
](y) = 2j[ϕj

k1
](x)

(

[φj
k2−1](y) − [φj

k2
](y)

)

, (74)

where the gradient evaluated on {2−jp, p ∈ Z
2,j} has the following explicit structure

∂

∂x
[Φj

k](2
−jp) =

(

δp1,k1−1 − δp1,k1

)

[ϕj
k2

](2−jp2) (75)

∂

∂y
[Φj

k](2
−jp) = [ϕj

k1
](2−jp1)

(

δp2,k2−1 − δp2,k2

)

. (76)

Note that now all values of [ϕj
k] on {2−jp, p = 0, . . . , 2j − 1} are required.

The computation of the mass matrix A2,j can be reduced to the one–dimensional
case

A2,j
kl :=

∫

Ω

[Φj
k][Φ

j
l ]dΩ =

∫ 1

0

∫ 1

0

[ϕj
k1

](x)[ϕj
k2

](y)[ϕj
l1
](x)[ϕj

l2
](y)dxdy

=

∫ 1

0

[ϕj
k1

](x)[ϕj
l1
](x)dx

∫ 1

0

[ϕj
k2

](y)[ϕj
l2
](y)dy = A1,j

k1l1
A1,j

k2l2
. (77)
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For B2,j as well as DB2,j we use expressions (75)-(76) and the general properties of
Bd,j and DBd,j. Due to the semi–interpolating property of the gradient the summation
over Z

2,j in

B2,j
kl (c) := 2−2j

∑

p∈Z2,j

(

g
(

∣

∣

∑

m∈Z2,j

cm∇[Φj
m]

∣

∣

2
)

∇[Φj
k]∇[Φj

l ]

)

∣

∣

∣

2−jp
(78)

is reduced to the summation over Z
1,j. The matrices B2,j and DB2,j are sparse by the

compactness of ϕ. Their computation is therefore reduced to the computation of the
non-zero entries. Since the values of the product ∇[Φj

k]∇[Φj
l ] do not depend on the

solution c they can be pre-computed, which results in a reduction of the complexity of
the numerical scheme to be implemented.

5 Numerical experiments

This section is devoted to demonstrate the performance of the presented wavelet–based
scheme to solve the Perona–Malik equation. Firstly, we show how the discretized non-
linear diffusion process acts on one–dimensional synthetic/simulated data, and sec-
ondly, on a two–dimensional ‘eye’–image. In order to highlight and to compare the
nonlinear smoothing effect, we compare the results obtained with several diffusivity
functions (ranging from linear to nonlinear ones). For the computation of the nonlin-
ear term we choose, as described in Subsection 2.2, the interpolating Deslauriers–Dubuc
functions of order larger or equal than two, i.e. the lowest order Ansatz function is
the hat function. This in turn induces our finite dimensional Ansatz space [Vj] to start
with.

5.1 The one–dimensional example

The data were simulated by compositing piecewise constant or smooth functions and
adding some i.i.d. Gaussian noise, see e.g., the upper left image in Figure 1.

In the examples the resolution was chosen such that it was fitting to the scale j = 9.
Moreover, we have picked the diffusivity function g as in (2). Then, one important
observation is that the computational cost for one Euler iteration (one time step)
requires at most two to three Newton iterations.

As we can observe in Figure 1, the scheme produces reasonable results. Nevertheless,
in some regions which are initially smooth, see again Figure 1: lower left image, the
scheme creates certain ‘stair’ irregularities. But this effect is not that unusual; it is the
so–called stair–casing and stems from instabilities in the discretization of the Perona–
Malik equation, see [9].

In Figure 2, one Euler iteration of both the nonlinear and linear scheme to different
kinds of data is shown (time step t = 0.001). It becomes clearly visible that the
nonlinear scheme preserves the edges very well, as expected.
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Figure 1: Wavelet–based variant of nonlinear smoothing with the Perona–Malik model
after one time step t = 0.001. Upper left: complete initial data (solid line) and
smoothed data (dotted line); Upper left, lower left and right: zoom in different subin-
tervals.

Finally, in Figure 3 results for increasing values of t are visualized. The scheme
produces stable results tending to a step function with a small number of jumps.

We summarize that the wavelet–based variant of the Perona–Malik discretization
behaves like other used approaches (e.g. pixel–based implementations), and is therefore
an alternative tool to efficiently solve this sort of problems.

5.2 The two–dimensional example

The initial ‘eye’ image is shown in Figure 4. To this image we have added i.i.d. Gaussian
noise. Contrary to the previous example we have chosen here the following diffusivity
function:

gγ,δ(x) =











1, x ≤ δ
1
2
(cos(π(x − δ)/γ) + 1), δ < x < γ + δ

0, x ≥ γ + δ

(79)

where γ > 0, δ ≥ 0 such that γ + δ ≤ 1. The function gγ,δ decreases from 1 to 0 inside
the interval (δ, δ + γ) and is properly smooth inside (0, 1). For γ → 0 the function g
tends to the characteristic function with jump of size one in δ, i.e. smoothing barrier is
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δ. The behavior of the smoothing scheme depends significantly on these two parameters
δ and γ. The underlying function (here cos) is less relevant, it has just to be smooth
enough. The smoothing rate of the scheme increases with δ and γ controls the region
were non–uniform smoothing appears.

Here we limit the choice of the parameters δ and γ to the point–wise maximum µ of
|∇u0|2, where u0 is the noised initial image. In the first example we set γ = µ/32 and
δ = 3µ/64, so that for all gradient values greater then

√
5µ/8 no smoothing occurs. In

the second and third examples we set γ = µ/5 and δ = 0 and δ = 2µ/5 respectively.
The corresponding diffusivity functions g(s2), where s is the absolute value of the

gradient, are shown in the Figure 5.
In Figure 6, we have marked the pixels which were not affected through the smooth-

ing process (for one time step t = 0.1), and visualized the results of the denoising
corresponding to the three diffusivities.

Finally, in the Figure 7 we compare nonlinear with linear smoothing. For the non-
linear smoothing we have again used the diffusivity gµ/32,3µ/64, whereas g(s2) = 1 in
the linear case.

As in the previous example we summarize that also in the two–dimensional case
the wavelet–based variant of Perona–Malik regularization results in a thrifty algorithm
and yields good results.
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Figure 2: Wavelet–based variant of nonlinear (left column) and linear (right column)
smoothing with the Perona–Malik model after one time step t = 0.001 for different
kinds of initial data.
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Figure 3: Wavelet–based variant of nonlinear smoothing with the Perona–Malik model
for increasing values of t.
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Figure 4: Left: initial image, right: noisy image.
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Figure 5: Diffusivity functions with different values of γ and δ.

Figure 6: Upper row: regions (pixels) where no smoothing appears; Lower row: nonlin-
ear smoothing, one time step t = 0.1. From left to right in accordance with the three
different diffusivity functions.
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t = 0.01

t = 0.05

t = 0.1

Figure 7: Evolution in time of nonlinear (left) and linear smoothing (right).
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99–03. Eberhard Bänsch, Alfred Schmidt:
Simulation of dendritic crystal growth with thermal convection, März 1999.

99–04. Eberhard Bänsch:
Finite element discretization of the Navier-Stokes equations with a free capillary surface,
März 1999.

99–05. Peter Benner:
Mathematik in der Berufspraxis, Juli 1999.

99–06. Andrew D.B. Paice, Fabian R. Wirth:
Robustness of nonlinear systems and their domains of attraction, August 1999.



99–07. Peter Benner, Enrique S. Quintana-Ort́ı, Gregorio Quintana-Ort́ı:
Balanced Truncation Model Reduction of Large-Scale Dense Systems on Parallel Comput-
ers, September 1999.

99–08. Ronald Stöver:
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A regularization of Zubov’s equation for robust domains of attraction, März 2000.

00–07. Michael Wolff, Eberhard Bänsch, Michael Böhm, Dominic Davis:
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