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Motivation

The predominant recommendation in the machine learning literature is to strictly separate model development (training and selection) and evaluation by means of data splitting. Following this default strategy to evaluate only a single final model on a distinct test dataset has two main advantages: (a) The generalization performance (or error) can be estimated without bias and (b) it is easy to test statistical hypotheses regarding the final performance. However, this approach is inflexible as one cannot alter the final model choice after the performance assessment without compromising the statistical inference (e.g. the type I error rate).

This work explores new model evaluation strategies where multiple models are deliberately assessed simultaneously to allow the test data to be used for the final model selection, hereby potentially correcting a flawed validation ranking.

Methods

We consider evaluation strategies $\psi = (\kappa, \varphi)$ which consist of a selection rule $\kappa$ based on the hold-out- or cross-validation ranking and a multiple test $\varphi$ depending on the test data. As a generic simultaneous test procedure $\varphi$, we employ the so-called maxT-approach which relies on a multivariate normal approximation and is applicable for most performance measures. As an alternative Bayesian procedure for the analysis of multiple correlated proportions (e.g. classification accuracies), we propose a multivariate Beta-Binomial model.

We compared different selection rules $\kappa$ on various synthetic binary classification tasks for which $M = 200$ initial candidate models were trained via prominent learning algorithms (CART, EN, SVM, XGBoost). The results shown here concern the so-called co-primary endpoint analysis whereby sensitivity and specificity of a binary classifier or both required to be high.

We observed similar effects when the overall accuracy is assessed as a single endpoint.

Besides the default approach (selection of single best validation model), we implemented the heuristic within 1SE rule (selection of all models within 1 standard error of best validation model). Moreover, we assessed the optimal EFP rule which we derived in the framework of Bayesian decision theory. Finally, the oracle rule cannot be implemented in practice but illustrates the best theoretically achievable performance.

Results & Conclusion

A disadvantage of our procedure is the introduction of a slight estimation bias which can however be corrected by means of a median-conservative point estimator.

We conclude that the test data can and should be used to improve model selection in supervised machine learning unless an unbiased estimation is deemed to be the main study goal. Hereby, statistical power can be increased while still controlling the type I error rate of false positive performance claims when a suitable adjustment for multiple comparisons is employed.
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