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A phase-field model to describe solid-liquid transformations in porous me-
dia is derived for microstructures of size ε > 0.

The existence of weak solutions for the micro-model and a-priori estimates
are established, using an extension theorem for periodic functions on con-
nected domains.

Finally, the microscale-model is homogenized via the method of two-scale
convergence.

1 Introduction

The phase transition between ice and water is a major contributor to the damage to any
structures which are exposed to the environment, and is amongst the most important
effects to study when investigating the melting of the polar cap or of permafrost soils.

Basic mathematical models to describe phase transitions are the classical Stefan-
problem (see e.g. [Meirmanov, 1992] or [Visintin, 1996]) and phase-field approximations
of the Stefan-problem, cf. [Caginalp, 1986] or [Visintin, 1996].

Due to the discontinuous nature of the classical Stefan-problem, it is not very acces-
sible by the usual solution theories for partial differential equations. The phase-field
approximations, however, are of parabolic type and can therefore more easily be treated
by mathematical analysis.

In this article, we consider phase-change in porous media, modeling e.g. the freezing
of water in a concrete structure or the melting of ice in permafrost soil. Due to the
aforementioned reasons, the phase-change will be described by phase-field models, in
specific by the standard Caginalp phase-field model, see the references cited above.
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2 THE MICRO-SCALE MODEL

The microstructure of porous media usually results in very high costs for numeri-
cal simulations. The method of mathematical homogenization can be used to derive
models, which capture the effective behaviour of the problem, without describing the
microstructure, thus yielding a model which can be treated numerically far more easy.

In this article, we present the homogenization of a phase-field model for phase transi-
tions in porous media, via the method of two-scale convergence.

Homogenization of phase-field models for solid-liquid transitions has been studied in
several works, amongst others see e.g. [Eck, 2004], [Heida, 2011].

But, to the knowledge of the authors, all homogenizations so far have been performed
using the method of formal asymptotic expansion (for an introduction to that method
see e.g. [Bensoussan et al., 1978]), and an approach of homogenization via two-scale
convergence - as presented in this paper - has not been published so far.

2 The micro-scale model

2.1 Formulation of the microscopic problem

The classical Caginalp phase-field equation (coupled with a heat equation) reads as (cf.
e.g. [Caginalp, 1986], [Visintin, 1996, p. 174])

τχ′ − ξ2∆χ− 1

2
(χ− χ3) = 2θ, (1)

θ′ −K∆θ +
1

2
lχ′ = 0. (2)

In this article, we consider a porous medium which consists of a solid-matrix and a
pore space, both of which we assume to be connected (see [Bear and Bachmat, 1984] for
different types of porous media). The pore-space is assumed to be filled by some mixture
of ice and water, such that the aforementioned phase-field model applies. Finally, this
phase-field model with heat conduction in the pore-space is then coupled to a classical
heat equation in the solid-matrix.

We make the following mathematical assumptions and constructions (this concept to
model a porous medium in a homogenization setting is quite common, see e.g. [Peter,
2007]):

The whole porous body under consideration, e.g. a piece of concrete or some part of
permafrost soil, is represented by a bounded Lipschitz-Domain Ω ⊂ R3. To construct
the porous microstructure, we at first consider a reference cell Y := (0, 1)3.

This reference cell is assumed to consist of two parts, the solid matrix ZM ⊂ Y and the
pore space ZS ⊂ Y such that Y = ZM∪ZS 1. The interface between the two sub-regions
of Y is denoted by Γ := ∂ZM ∩ ∂ZS. Furthermore, we assume that both ZM and ZS are
bounded Lipschitz-domains and chosen in such a way that all faces of Y are identical
and both ZM ⊂ Y and ZS ⊂ Y are bounded Lipschitz-domains.

1Here the index S indicates that the Stefan-problem is modelled in the pore-space
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2.1 Formulation of the microscopic problem 2 THE MICRO-SCALE MODEL

The periodic microstructure of size ε is then constructed by scaled copies of that
reference-cell: We define

ΩM
ε := Ω ∩ int

 ⋃
k∈Z3

εZM
k

 ,

where ZM
k denotes the translation of ZM by k ∈ Z3, and analogously

ΩS
ε := Ω ∩ int

 ⋃
k∈Z3

εZS
k

 .

The periodic interface Γε := ∂ΩM
ε ∩ ∂ΩS

ε between ΩM
ε and ΩM

ε is then given by

Γε = Ω ∩

 ⋃
k∈Z3

εΓk

 .

We assume that both ΩM
ε as well as ΩS

ε are Lipschitz-domains for all ε > 0.
The outer boundaries of ΩM

ε and ΩS
ε are denoted by

ΓMext
ε := ∂Ω ∩ ∂ΩM

ε

and
ΓSext
ε := ∂Ω ∩ ∂ΩS

ε

respectively. Finally, let S = (0, T ) be a time intervall for some T > 0.
We can now state the micro-scale problem, where we assume Robin-boundary con-

ditions for the heat-conduction on both the interface Γε and the outer boundaries
ΓMext
ε ,ΓSext

ε . Heat exchange between the both regions is modelled, as well as between
each region and the exterior (note that we chose to scale the interfacial heat-exchange via
Γε by the parameter ε and that we renamed the constants which appeared in equations
(1) and (2)):

ρMu
′
ε − div(κM∇uε) = 0 in ΩM

ε × S,
ρSθ
′
ε + λχ′ε − div(κS∇θε) = f in ΩS

ε × S,
µχ′ε − div(ν∇χε) + ω1χ

3
ε − ω2χε = lθε in ΩS

ε × S,

with the boundary conditions

−κM∇uε·
→
nM = κS∇θε·

→
nS on Γε × S,

−κM∇uε·
→
nM = εκRI(uε − θε) on Γε × S,

−κM∇uε·
→
nM = κRE(uε − θext) on ΓMext

ε × S,

−κS∇θε·
→
nS = κRE(θε − θext) on ΓSext

ε × S,

−ν∇χε·
→
nS = 0 on ∂ΩS

ε × S,
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2.2 Extension operators 2 THE MICRO-SCALE MODEL

and the initial conditions

uε(0) = u0ε,

θε(0) = θ0ε,

χε(0) = χ0ε.

2.2 Extension operators

In this section we introduce extension operators to extend functions on periodic domains
to the whole domain Ω. These will be used to derive a-priori estimates and to handle
the nonlinearity in the phase-field equation:

When passing to the limit in the homogenization process, we will need strong con-
vergence of the phase-field variable χε. As this variable is just defined on the periodic
domain ΩS

ε , it is not even clear how strong convergence could be defined. By the use of
extension operators we can circumvent this problem.

For more information on extension operators and their applications, refer, e.g., to
[Acerbi et al., 1992] or [Höpker and Böhm, 2014] and the references therein.

Theorem 2.1 (Extension-Operators). Let Ω be representable by a finite union of axis-
parallel cuboids, each of which is assumed to have corner coordinates in Qn. Let ε > 0
be choosen such that the stretched domain 1

εΩ can be represented by a finite union of
axis-parallel cuboids with corner coordinates in Zn.

Then there exist families of linear operators

LM
ε : W 1,p

(
ΩM
ε

)
→W 1,p(Ω),

LS
ε : W 1,p

(
ΩS
ε

)
→W 1,p(Ω)

such that for every uε ∈W 1,p
(
ΩM
ε

)
respectively uε ∈W 1,p

(
ΩS
ε

)
LM
ε (uε) = uε on ΩM

ε ,∥∥LM
ε (uε)

∥∥
W 1,p(Ω)

≤ C ‖uε‖W 1,p(ΩM
ε ) ,

resp.

LS
ε (uε) = uε on ΩS

ε ,∥∥LS
ε (uε)

∥∥
W 1,p(Ω)

≤ C ‖uε‖W 1,p(ΩS
ε ) ,

where the constants C > 0 do not depend on ε.

Proof. This follows directly from the results of [Höpker and Böhm, 2014].
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2.3 Weak formulation of the microscopic problem 2 THE MICRO-SCALE MODEL

Lemma 2.2. The operators constructed in 2.1 also act as extension operators on L2-
functions, i.e. for every uε ∈ L2

(
ΩM
ε

)
respectively uε ∈ L2

(
ΩS
ε

)
LM
ε (uε) = uε on ΩM

ε ,∥∥LM
ε (uε)

∥∥
L2(Ω)

≤ C ‖uε‖L2(ΩM
ε )

resp.

LS
ε (uε) = uε on ΩS

ε ,∥∥LS
ε (uε)

∥∥
L2(Ω)

≤ C ‖uε‖L2(ΩS
ε ) .

Proof. This is clear from the proof of theorem 2.1: The local extension operator uses a
reflection argument, that of course not just works for W 1,p-functions, but for L2-functions
as well.

Corollary 2.3. Under the assumptions of theorem 2.1, there exist families of linear
operators

LM
ε :

{
u ∈ L2

(
S,W 1,p

(
ΩM
ε

))
|u′ ∈ L2

(
S,L2

(
ΩM
ε

))}
→
{
u ∈ L2(S,H1(Ω))|u′ ∈ L2(S,L2(Ω))

}
,

and

LS
ε :
{
u ∈ L2

(
S,W 1,p

(
ΩS
ε

))
|u′ ∈ L2

(
S,L2

(
ΩS
ε

))}
→
{
u ∈ L2(S,H1(Ω))|u′ ∈ L2(S,L2(Ω))

}
,

which are bounded uniformly with respect to ε.

Proof. As the integral may be interchanged with linear continuous operators, it is easy
to see that the extension of a derivative is the derivative of the extension.

Assumption 2.4. From now on, we will assume that Ω and ε either have the properties
stated in the corollary above, or that Ω satisfies the abstract assumption that for every
ε there exist extension operators which have the features of those of theorem 2.1, lemma
2.2 and corollary 2.3.

2.3 Weak formulation of the microscopic problem

Let all the coefficients be positive constants and let f ∈ L2(S × Ω). Assume that
θext ∈ L2

(
S,L2(∂Ω)

)
and that θ′ext ∈ L∞

(
S,L2(∂Ω)

)
.

The weak problem is to find functions

uε ∈ L2
(
S,H1

(
ΩM
ε

))
,

θε, χε ∈ L2
(
S,H1

(
ΩS
ε

))
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2.3 Weak formulation of the microscopic problem 2 THE MICRO-SCALE MODEL

with derivatives

u′ε ∈ L2
(
S,L2

(
ΩM
ε

))
,

θ′ε, χ
′
ε ∈ L2

(
S,L2

(
ΩS
ε

))
such that∫

ΩM
ε

ρMu
′
ε(t)vdx+

∫
ΩM

ε

κM∇uε(t) · ∇vdx

+ ε

∫
Γε

κRI(uε(t)− θε(t))vdσ +

∫
Γ
Mext
ε

κREuε(t)vdσ

=

∫
Γ
Mext
ε

κREθext(t)vdσ

for all v ∈ H1
(
ΩM
ε

)
and a.a. t ∈ S,∫

ΩS
ε

ρSθ
′
ε(t)vdx+

∫
ΩS

ε

λχ′ε(t)vdx+

∫
ΩS

ε

κS∇θε(t) · ∇vdx

+ ε

∫
Γε

κRI(θε(t)− uε(t))vdσ +

∫
Γ
Sext
ε

κREθε(t)vdσ

=

∫
ΩS

ε

f(t)vdx+

∫
Γ
Sext
ε

κREθext(t)vdσ

for all v ∈ H1
(
ΩS
ε

)
and a.a. t ∈ S,∫

ΩS
ε

µχ′ε(t)vdx+

∫
ΩS

ε

ν∇χε(t) · ∇vdx

+

∫
ΩS

ε

ω1χ
3
ε(t)vdx−

∫
ΩS

ε

ω2χε(t)vdx =

∫
ΩS

ε

lθε(t)vdx

for all v ∈ H1
(
ΩS
ε

)
, a.a. t ∈ S such that the initial conditions

uε(0) = u0ε ∈ H1
(
ΩM
ε

)
,

θε(0) = θ0ε ∈ H1
(
ΩS
ε

)
,

χε(0) = χ0ε ∈ H1
(
ΩS
ε

)
.

are satisfied.
Note that, as all considerations take place in the dimension d = 3, the embedding

H1
(
ΩS
ε

)
↪→ L6

(
ΩS
ε

)
is continuous and therefore χ3 ∈ L2

(
ΩS
ε

)
for all χ ∈ H1

(
ΩS
ε

)
. Thus

the integrals above are well defined.

Theorem 2.5. Assume that

‖u0ε‖H1(ΩM
ε ) , ‖θ0ε‖H1(ΩS

ε ) , ‖χ0ε‖H1(ΩS
ε ) ≤ C
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2.3 Weak formulation of the microscopic problem 2 THE MICRO-SCALE MODEL

and

ε

∫
Γε

(u0ε − θ0ε)
2dσ ≤ C.

Then there exist solutions

uε ∈ L∞
(
S,H1

(
ΩM
ε

))
∩H1

(
S,L2

(
ΩM
ε

))
,

θε ∈ L∞
(
S,H1

(
ΩS
ε

))
∩H1

(
S,L2

(
ΩM
ε

))
,

χε ∈ L∞
(
S,H1

(
ΩS
ε

))
∩H1

(
S,L2

(
ΩM
ε

))
to the weak problem which satisfy the a-priori estimates

‖uε‖L∞(S,H1(ΩM
ε )) , ‖θε‖L∞(S,H1(ΩS

ε )) , ‖χε‖L∞(S,H1(ΩS
ε )) ≤ C

and ∥∥uε′∥∥L2(S,L2(ΩM
ε ))

,
∥∥θε′∥∥L2(S,L2(ΩS

ε ))
,
∥∥χε

′∥∥
L2(S,L2(ΩS

ε ))
≤ C.

Proof. The proof is an adaption and extension of the proofs of the theorems 2.1 and 2.2.
in [Schimperna, 2000] to the setting of porous media.

Though we can proceed quite similar to [Schimperna, 2000], we have to take special
care of the estimates, as we will need the a-priori estimates independently of ε.

In this paper, we will abstain from presenting the complete proof of existence and
derivation of the a-priori estimates. That proof is quite long and contains many detailed
estimates. It will be presented in whole in a forthcoming publication.

We will, however, comment on one important estimate which makes use of the exten-
sion operators:

There exists a constant C, independently of ε, such that for all v ∈ H1
(
ΩM
ε

)
the

estimate
‖v‖

L2
(

Γ
Mext
ε

) ≤ C ‖v‖H1(ΩM
ε )

holds.
To prove this estimate, we use the extension operator Lε : H1

(
ΩM
ε

)
→ H1(Ω), whose

norm is independent of ε. With this extension operator at hand, we can estimate

‖v‖
L2

(
Γ
Mext
ε

) = ‖Lε(v)‖
L2

(
Γ
Mext
ε

) ≤ ‖Lε(v)‖L2(∂Ω) ≤ C ‖Lε(v)‖H1(Ω)

where in the last inequality we used the continuity of the trace operator γ : H1 (Ω) →
L2 (∂Ω) which is independent of ε. By the boundedness of the extension operator Lε,
independently of ε, we can now deduce the desired estimate

‖v‖
L2

(
Γ
Mext
ε

) ≤ C ‖Lε(v)‖H1(Ω) ≤ Ĉ ‖v‖H1(ΩM
ε ) .
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3 HOMOGENIZATION

3 Homogenization

3.1 Preliminaries

With the a-priori estimates from theorem 2.5 at hand, passing to the limit in the volume
terms and on the the internal boundary Γε can be done similarly as in [Peter, 2007].

To deal with the limit of the integrals on the outer boundaries ΓMext
ε and ΓSext

ε of
the ε-periodic domains, we prove a result on the weak convergence of the respective
characeristic functions, which (in the case of ’cuboidal domains’, see the assumptions in
theorem 2.1), provides us with an explicit expression for the limit.

We use the fact, that, as time appears just as a parameter, all theorems for stationary
two-scale convergence can easily be transfered to the time-dependent case.

We use the extension operators from corollary 2.3 to find extensions

ûε ∈ L2
(
S,H1(Ω)

)
,

θ̂ε ∈ L2
(
S,H1(Ω)

)
,

χ̂ε ∈ L∞
(
S,H1(Ω)

)
,

where

ûε
′ ∈ L2

(
S,L2(Ω)

)
,

θ̂ε
′
∈ L2

(
S,L2(Ω)

)
,

χ̂ε
′ ∈ L2

(
S,L2(Ω)

)
.

The boundedness of the extension operator implies that the extended functions remain
bounded independently of ε.

3.2 Convergence on the outer boundary

3.2.1 General observations

We consider the characteristic function 1
Γ
Sext
ε

of the outer boundary of ΩS
ε . For now we

call ΩS
ε the pore part of Ω. Obviously 1

Γ
Sext
ε
∈ L2(∂Ω) is bounded independently of ε.

Thus there exists a subsequence and a function g ∈ L2(∂Ω) such that 1
Γ
Sext
ε

⇀ g. The
pore part of the area of each surface-measurable set A ⊂ ∂Ω can be calculated by

µSε (A) :=
∣∣A ∩ ΓSext

ε

∣∣ =

∫
∂Ω

1A1Γ
Sext
ε

dσ =

∫
A
1

Γ
Sext
ε

dσ.

Thus 1
Γ
Sext
ε

is the Radon-Nikodym density of the surface-porosity measure. The weak
convergence implies that

lim
ε→0

µSε (A) = lim
ε→0

∫
A
1

Γ
Sext
ε

dσ =

∫
A
gdσ =: µS(A).

As the set {u ∈ L2(∂Ω) : 0 ≤ u ≤ 1} is obviously closed and convex, it is also weakly
closed. Thus 0 ≤ g ≤ 1.
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3.2 Convergence on the outer boundary 3 HOMOGENIZATION

AM

AS

Figure 1: Schematic of one face of the unit-cell

Figure 2: A rectangle R on one face of Ω

Hence the function g can be interpreted as the Radon-Nikodym density of the homog-
enized surface-porosity measure µS .

We can, of course, make a similar observation for 1
Γ
Mext
ε

.

3.2.2 A convergence theorem

Theorem 3.1. Let Ω and ε be given as in the assumptions of the extension theorem 2.1.
Then the weak convergences

χΓM
extε

⇀
∣∣AM

∣∣ in L2
(
S,L2(∂Ω)

)
,

χΓS
extε

⇀
∣∣AS
∣∣ in L2

(
S,L2(∂Ω)

)
,

of the characteristic functions of the outer boundaries ΓMext
ε and ΓSext

ε hold, where AM,
respectively AS, denote the outer boundaries of ZM and ZS on one face of the unit cell
(see figure 1).

Proof. Due to the assumptions of theorem 2.1, for every ε > 0, there exists a finite set Iε
such that ∂Ω =

⋃
i∈Iε A

i
ε, where each Ai

ε is one face of a ε-scaled and translated unit-cell,
and the Ai

ε are mutually disjoint.
The area of the outer boundary ΓMext

ε on each such face is given by
∣∣AM

∣∣ ε2.
Let R be an admissable rectangle on one of the faces of Ω, i.e. its sides are parallel to

the edges of Ω. Let 2ε < min{w, h}, where w is the width of R and h its height.

9



3.3 Two-scale convergence 3 HOMOGENIZATION

Then there are Nε ·Mε faces of ε-cells in R, such that Nεε = w − η1
ε , where η1

ε < 2ε
(otherwise we could fit in another column of ε-cells) and Mεε = h− η2

ε , where η2
ε < 2ε.

For a visualization see figure 2.
The area of the outer boundary ΓMext

ε in R is then given by∣∣ΓM
extε ∩R

∣∣ = Nε ·Mε ·
∣∣AM

∣∣ ε2 + rest(ε)

where |rest(ε)| ≤ hη1
ε + wη2

ε < 2hε+ 2wε→ 0. Hence∣∣ΓM
extε ∩R

∣∣ = (w − η1
ε) · (h− η2

ε) ·
∣∣AM

∣∣+ rest(ε)→ wh
∣∣AM

∣∣ =
∣∣AM

∣∣ |R|.
Thus ∫

∂Ω
χΓM

extε
χRdσ →

∫
∂Ω

∣∣AM
∣∣χRdσ

Let φ be a step-function on ∂Ω. W.l.o.g there is a finite amount of admissable rect-
angles Ri such that

φ =
∑
i

αiχRi .

We calculate∫
∂Ω
χΓM

extε
φdσ =

∑
i

αi

∫
∂Ω
χΓM

extε
χRidσ →

∑
i

αi

∫
∂Ω

∣∣AM
∣∣χRidσ =

∫
∂Ω

∣∣AM
∣∣φdσ

We have thus verified the weak-convergence condition on a dense subset of L2(∂Ω).
Since the sequence χΓM

extε
is bounded in L2(∂Ω), this is sufficient for the weak convergence

χΓM
extε

⇀
∣∣AM

∣∣ in L2(∂Ω).

Again, by first using stepfunctions, one can easily show that

χΓM
extε

⇀
∣∣AM

∣∣ in L2
(
S,L2(∂Ω)

)
.

Of course, by similar arguments it can be shown that the result also holds for χΓS
extε

.

Assumption 3.2. For the rest of this article, we assume that the geometry is given as
in the assumptions of theorem 2.1. This simplifies the homogenized problem as the limits
of the characteristic functions of the external boundaries are explicitely known.

3.3 Two-scale convergence

To pass to the limit in the microscale equations, we will use the notion of two-scale con-
vergence. The foundations of two-scale convergence have been established in [Nguetseng,
1989] and have then been further developed and formalized in [Allaire, 1992].
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3.3 Two-scale convergence 3 HOMOGENIZATION

We define the periodic Sobolev space W 1,2
# (Y ) as the closure of C∞#

(
Y
)

- the space

of smooth and Y -periodic functions - with respect to the W 1,2-norm. Furthermore we
denote by W 1,2

#
(Y ) the space of those functions u ∈W 1,2

# (Y ) which have zero mean-value.

We now introduce the notion of two-scale convergence for time-dependent sequences
(see e.g. [Peter, 2007] or [Pavliotis and Stuart, 2008]):

Definition 3.3. A sequence uε in Lp(S×Ω) is said to two-scale converge to u ∈ Lp(S×
Ω× Y ) if

lim
ε→0

∫
S

∫
Ω
uε(t, x)φ

(
t, x,

x

ε

)
dxdt =

∫
S

∫
Ω

∫
Y
u(t, x, y)φ(t, x, y)dydxdt (3)

for all testfunctions φ ∈ Lp′
(
S × Ω, C#

(
Y
))

, where C#

(
Y
)

denotes the space of con-

tinuous and Y -periodic functions. We use the notation uε
2→ u.

The following theorem provides some important results about two-scale convergence:

Theorem 3.4. 1. Two-scale convergent sequences are bounded.

2. For every bounded sequence uε in L2(S × Ω) there exists a subsequence ε and an
element u ∈ L2(S × Ω× Y ) such that

uε
2→ u.

3. Let uε ∈ L2(S,H1(Ω)) be a bounded sequence. Then there exist a subsequence ε as

well as functions u ∈ L2(S,H1(Ω)), u1 ∈ L2
(
S × Ω,W 1,2

#
(Y )
)

which satisfy

uε ⇀ u in L2(S,H1(Ω)),

uε
2→ u,

∇xuε
2→ ∇xu+∇yu1.

Proof. See e.g. [Lukkassen et al., 2002], where the theorem is proven for stationary two-
scale convergence. However, as time enters two-scale convergence merely as a parameter,
the results can directly be adapted to the time-dependent setting.

The following result is part of [Allaire et al., 1995, proposition 2.6], again extended to
time dependent functions:

Theorem 3.5. Let uε be a sequence of functions in L2
(
S,H1(Ω)

)
such that

‖uε‖L2(S,L2(Ω)) + ε ‖∇uε‖L2(S,L2(Ω)) ≤ C.

Then, the estimate

ε

∫
S

∫
Γε

|uε(t, σ)|2dσdt ≤ C

11



3.4 Passing to the limit 3 HOMOGENIZATION

holds, and, up to a subsequence

lim
ε→0

ε

∫
S

∫
Γε

uεφ
εdσdt =

∫
S

∫
Ω

∫
Γ
u0(t, x, σ)φ(t, x, σ)dσdxdt

for all φ(t, x, y) ∈ C∞0
(
S,C∞

(
Ω̄;C∞# (Y )

))
where u0 is the trace on Γ of the two-scale

limit of uε (that exists in L2
(
S × Ω,W 1,2

# (Y )
)

by part (ii) of [Allaire, 1992, proposition

1.14]).

3.4 Passing to the limit

We consider exemplary the sequence χ̂ε, which is bounded in L2
(
S,H1(Ω)

)
. Thus there

exist - according to theorem 3.4 - a subsequence as well as functions χ ∈ L2
(
S,H1(Ω)

)
and χ1 ∈ L2

(
S × Ω,W 1,2

# (Y )
)

such that

χ̂ε
2→ χ,

∇χ̂ε
2→ ∇xχ+∇yχ1,

χ̂ε ⇀ χ in L2
(
S,H1(Ω)

)
,

χ̂ε
′ ⇀ χ′ in L2

(
S,L2(Ω)

)
.

Analogous convergences hold for the extensions ûε,θ̂ε of uε and θε respectively.

Lemma 3.6. The following holds for the limit χ:

χ ∈ L6(S × Ω),

χ̂ε
3 2→ χ3 in L

4
3 (S × Ω).

up to a subsequence.

Proof. As H1(Ω) ↪→↪→ L4(Ω) (compact embedding), we have by the Lions-Aubin Lemma
(cf. [Simon, 1986]) the existence of a further subsequence such that

χ̂ε → ψ in L4(S × Ω)

for some ψ ∈ L4(S × Ω). But as this convergence also holds in L2(S × Ω) and strong
convergence implies two-scale convergence (see e.g. [Lukkassen et al., 2002]), we have
that

ψ = χ.

Additionally we know that χ̂ε is bounded in L6(S × Ω) (continuity of embedding op-
erator, but not compact for q = 6). Hence there exists a weakly convergent subsequence

χ̂ε ⇀ µ in L6(S × Ω)

12



3.4 Passing to the limit 3 HOMOGENIZATION

and thus also
χ̂ε ⇀ µ in L4(S × Ω).

By uniqueness of the weak limit this implies that χ = µ and hence

χ ∈ L6(S × Ω).

The strong convergence in L4(S × Ω) finally implies

χ̂ε
3 → χ3 in L

4
3 (S × Ω)

and thus
χ̂ε

3 2→ χ3 in L
4
3 (S × Ω).

We state a convergence result for the traces of the extensions:

Lemma 3.7. There exists a subsequence such that

ûε → u in L2(S × ∂Ω)

and a similar result holds for the sequence θ̂ε.

Proof. The functions ûε are bounded in the space

W :=
{
u ∈ L2(S,H1(Ω)) : u′ ∈ L2(S,L2(Ω))

}
,

hence there exists a weakly convergent subsequence ûε ⇀ w in W, for some w ∈ W. For
every v ∈ L2(S,H−1(Ω)), 〈F, u〉 := 〈v, u〉 defines a linear, continuous functional on W.
Thus

〈v, ûε〉 → 〈v, w〉 ∀v ∈ L2(S,H−1(Ω))

which, by definition, implies

ûε ⇀ w in L2(S,H1(Ω)).

By the uniqueness of the weak limit this implies w = u, i.e.

ûε ⇀ u in W.

The compactness of the trace operator γ : W → L2
(
S,L2(∂Ω)

)
(see Siegfried Carl,

Nonsmooth Variational Problems and their Inequalities) now implies that the traces of
the functions converge strongly in L2

(
S,L2(∂Ω)

)
, i.e.

ûε → u in L2(S × ∂Ω).

Of course, the same argumentation can be done for the sequence θ̂ε.

The following lemma will allow us to pass to the limit on the interface Γε:

13



3.4 Passing to the limit 3 HOMOGENIZATION

Lemma 3.8. For every φ0(t, x) ∈ C∞0
(
S,C∞

(
Ω̄
))

and the sequences of extended func-

tions ûε and θ̂ε we have the convergence

lim
ε→0

ε

∫
S

∫
Γε

(
ûε(t, σ)− θ̂ε(t, σ)

)
φ0(t, σ)dσdt = |Γ|

∫
S

∫
Ω

(u(t, x)− θ(t, x))φ0(t, x)dxdt.

Proof. From theorem 3.5, we can deduce, as the two-scale limit of the temperature ûε,
as well as φ0, do not depend on y, that

lim
ε→0

ε

∫
S

∫
Γε

ûε(t, σ)φ0(t, σ)dσdt = |Γ|
∫
S

∫
Ω
u(t, x)φ0(t, x)dxdt

and analogous for θ̂ε. This directly implies the claim.

Define the space C∞#

(
ZM
)

as the 1-periodic C∞-functions on the 1-periodic extension

of ZM.
We now choose testfunctions

φ0(t, x) ∈ C∞0
(
S,C∞

(
Ω̄
))
,

φ1,M(t, x, y) ∈ C∞0
(
S,C∞

(
Ω̄;C∞#

(
ZM
)))

.

Obviously, the function (where we extended φ1,M by 0 outside of ZM)

1ZM(y)φ1,M(t, x, y)

is Y -periodic (for fixed (t, x)) and continuous - even smooth - in (t, x), for fixed y. Hence,
by [Zhikov, 2004], it can be used as a two-scale testfunction.

The unit cell Y = (0, 1)3 can be decomposed into the two parts ZM and ZS which
we identify with their 1-periodic extensions. To be precise, by the periodic extension we
mean the set

int

 ⋃
k∈Z3

ZM
k

 .

Thus
x ∈ ΩM

ε ⇔
(x
ε
∈ ZM, x ∈ Ω

)
and hence

1ΩM
ε

(x) = 1ZM

(x
ε

)
for all x ∈ Ω.

Completely analogous we define φ1,S and 1ZS .
We now test the weak formulation of the microscopic with the testfunction

φ0(t, x) + εφ1,M

(
t, x,

x

ε

)
= φ0 + εφε1,M

respectively

φ0(t, x) + εφ1,S

(
t, x,

x

ε

)
= φ0 + εφε1,S

14



3.4 Passing to the limit 3 HOMOGENIZATION

and integrate over time.
The first equation reads∫
S

∫
Ω
ρMûε

′
1ZM

(x
ε

) (
φ0 + εφε1,M

)
dxdt

+

∫
S

∫
Ω
κM∇ûε1ZM

(x
ε

)
·
(
∇xφ0 +∇yφ

ε
1,M + ε∇xφ

ε
1,M

)
dxdt

+ ε

∫
S

∫
Γε

κRI

(
ûε − θ̂ε

) (
φ0 + εφε1,M

)
dσdt+

∫
S

∫
∂Ω
κRE ûε1Γ

Mext
ε

(
φ0 + εφε1,M

)
dσdt

=

∫
S

∫
∂Ω
κREθext1Γ

Mext
ε

(
φ0 + εφε1,M

)
dσdt.

First, we consider the term with the time-derivative and calculate∫
S

∫
ΩM

ε

ρMu
′
εφ0(t, x)dxdt = −

∫
S

∫
ΩM

ε

ρMuεφ
′
0(t, x)dxdt

= −
∫
S

∫
Ω
ρMûε1ZM

(x
ε

)
φ′0(t, x)dxdt

→ −
∫
S

∫
Ω

∫
Y
ρMu(t, x)χZM(y)φ′0(t, x)dydxdt

= −
∣∣ZM

∣∣ ∫
S

∫
Ω
ρMu(t, x)φ′0(t, x)dxdt

=
∣∣ZM

∣∣ ∫
S

∫
Ω
ρMu

′(t, x)φ0(t, x)dxdt.

The limit of the second term can easily be computed by using the two-scale convergence

∇xûε
2→ ∇xu+∇yu1

which yields∫
S

∫
Ω
κM∇ûε1ZM

(x
ε

)
·
(
∇xφ0 +∇yφ

ε
1,M + ε∇xφ

ε
1,M

)
dxdt

→
∫
S

∫
Ω

∫
ZM

κM (∇xu(t, x) +∇yu1(t, x, y)) · (∇xφ0(t, x) +∇yφ1,M(t, x, y)) dydxdt.

The limit of the third term is known from lemma 3.8:

ε

∫
S

∫
Γε

κRI

(
ûε − θ̂ε

) (
φ0 + εφε1,M

)
dσdt→ |Γ|

∫
S

∫
Ω
κRI(u− θ)φ0dxdt.

With the knowledge of the strong convergence of the trace of û (see lemma 3.7) and
the weak convergence of the characteristic function of the outer boundary (see theorem
3.1), we can easily compute the convergence of the last two terms:∫

S

∫
∂Ω
κRE ûε1Γ

Mext
ε

(
φ0 + εφε1,M

)
dσdt→

∣∣AM
∣∣ ∫

S

∫
∂Ω
κREuφ0dσdt

15



3.5 Derivation of homogenized diffusion tensors 3 HOMOGENIZATION

and ∫
S

∫
∂Ω
κREθext1Γ

Mext
ε

(
φ0 + εφε1,M

)
dσdt→

∣∣AM
∣∣ ∫

S

∫
∂Ω
κREθextφ0dσdt.

The complete limit equation for the homogenized temperature u is thus given as

∣∣ZM
∣∣ ∫

S

∫
Ω
ρMu

′(t, x)φ0(t, x)dxdt

+

∫
S

∫
Ω

∫
ZM

κM(∇xu(t, x) +∇yu1(t, x, y)) · (∇xφ0(t, x) +∇yφ1,M(t, x, y))dydxdt

+ |Γ|
∫
S

∫
Ω
κRI(u− θ)φ0(t, x)dxdt+

∣∣AM
∣∣ ∫

S

∫
∂Ω
κRE(u− θext)φ0dσdt = 0.

Passing to the limit in the second equation can be done similarly as for the first
equation and yields the limit equation

∣∣ZS
∣∣ ∫

S

∫
Ω
ρSθ
′φ0dxdt+

∣∣ZS
∣∣ ∫

S

∫
Ω
λχ′φ0dxdt

+

∫
S

∫
Ω

∫
ZS

κS(∇xθ(t, x) +∇yθ1(t, x, y)) · (∇xφ0(t, x) +∇yφ1,S(t, x, y))dydxdt

+ |Γ|
∫
S

∫
Ω
κRI(θ−u)φ0dxdt+

∣∣AS
∣∣ ∫

S

∫
∂Ω
κRE(θ−θext)φ0dσdt =

∣∣ZS
∣∣ ∫

S

∫
Ω
fφ0dxdt

for the homogenized temperature θ.
Using the lemma 3.6, which ensures two-scale convergence of χ̂ε

3 with respect to L
4
3 ,

we can finally pass to the limit in the last equation and deduce the limit equation

∣∣ZS
∣∣ ∫

S

∫
Ω
µχ′φ0dxdt

+

∫
S

∫
Ω

∫
ZS

ν(∇xχ(t, x) +∇yχ1(t, x, y)) · (∇xφ0(t, x) +∇yφ1,S(t, x, y)dydxdt

+
∣∣ZS
∣∣ ∫

S

∫
Ω
ω1χ

3φ0dxdt−
∣∣ZS
∣∣ ∫

S

∫
Ω
ω2χφ0dxdt =

∣∣ZS
∣∣ ∫

S

∫
Ω
lθφ0dxdt.

for the homogenized phase-field variable χ.

3.5 Derivation of homogenized diffusion tensors

We will now derive a homogenized diffusion tensor to simplify the first homogenized

equation. To that end wefine the space W 1,2
#

(
ZM
)

as the closure of C∞#

(
ZM
)

w.r.t the

norm of W 1,2
(
ZM
)
.

Choosing φ0 = 0 yields:∫
S

∫
Ω

∫
ZM

κM(∇xu(t, x) +∇yu1(t, x, y)) · ∇yφ1,M(t, x, y)dydxdt = 0.
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3.5 Derivation of homogenized diffusion tensors 3 HOMOGENIZATION

This implies that ∫
ZM

(∇xu(t, x) +∇yu1(t, x, y)) · ∇yφ1,M(y)dy = 0

a.e. in S × Ω, by density for all φ1,M ∈ W 1,2
#

(
ZM
)
. This relation holds - of course -

especially for all φ1,M ∈ W 1,2

#

(
ZM
)
, by which we denote the functions with mean-value

0 on ZM.
Consider the function u1(t, x) ∈ W 1,2

# (Y ). As in the equation the gradient w.r.t y
appears, u1 is just determined up to a constant and can be chosen such that its mean-
value in ZM equals zero. The restriction of u1 to ZM then lies in W 1,2

#

(
ZM
)
.

By Poincares inequality for functions with zero mean-value, this implies that every
other function u2 ∈W 1,2

#

(
ZM
)

that satisfies the above relation equals u1 a.e. in ZM.

Consider the following cell-problem: Find ζj ∈W 1,2

#

(
ZM
)

such that∫
ZM

(∇yζj(y) + ej) · ∇yφdy = 0 ∀φ ∈W 1,2

#

(
ZM
)
.

By definition, W 1,2
#

(
ZM
)

is a closed subspace of W 1,2
(
ZM
)

and it is then easy to see that

this holds for W 1,2

#

(
ZM
)

as well. The well-known theory for monotone operators (under

consideration of the Poincare-inequality for functions with zero mean-value) directly
gives the existence and uniqueness of a solution of the cell-problem.

Multiplying the cell problem by ∂
∂xj

u(t, x) and summation of j yields

∫
ZM

 3∑
j=1

∂

∂xj
u(t, x)∇yζj(y) +∇xu(t, x)

 · ∇yφ = 0,

and thus ∫
ZM

∇y

 3∑
j=1

∂

∂xj
u(t, x)ζj(y)

+∇xu(t, x)

 · ∇yφ = 0.

Hence
∑3

j=1
∂

∂xj
u(t, x)ζj(y) solves the equation derived from the homogenized problem

from which we can, recalling the uniqueness of u1, deduce the identity

u1(t, x, y) =

3∑
j=1

∂

∂xj
u(t, x)ζj(y)

a.e. in ZM.
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We calculate∫
S

∫
Ω

∫
ZM

κM(∇xu(t, x) +∇yu1(t, x, y)) · ∇xφ0(t, x)dydxdt

=

∫
S

∫
Ω

∫
ZM

κM

∇xu(t, x) +∇y

3∑
j=1

∂

∂xj
u(t, x)ζj(y)

 · ∇xφ0(t, x)dydxdt

=

∫
S

∫
Ω

3∑
j=1

κM

∫
ZM

(ej +∇yζj(y))dy
∂

∂xj
u(t, x) · ∇xφ0(t, x)dxdt

=

∫
S

∫
Ω
PM∇xu(t, x) · ∇xφ0(t, x)dxdt

with the homogenized diffusion tensor PM where

PM
jk = κM

∫
ZM

(
δjk + ∂yjζk(y)

)
dy

which is independent of t and x.
Of course, similar arguments can be used to derive homogenized diffusion tensors for

the elliptic terms in the other two homogenized equations:
We denote by P S and PSPF the homogenized diffusion tensors in the equations for θ

and χ, respectively.

3.6 Properties of the homogenized diffusion tensors

In this section we show, by the example of PM, that the homogenized diffusion tensors
are symmetric and positive definite. The same results follow for P S and P SPF similarly.

Symmetry can be shown analogous to the procedure in [Pavliotis and Stuart, 2008,
p.190]. To show the positive definiteness however, we have to take into account the
geometry of the reference cell Y : The arguments could not be used if we had a ’honey-
comb’ geometry, i.e. ZM ⊂⊂ Y .

Theorem 3.9. The homogenized diffusion tensor PM is positiv definite.

Proof. Let ξ ∈ Rn. We calculate

ξTPMξ =
∑
j,k

∫
ZM

(ek +∇yζk(y)) · (ej +∇yζj(y)) ξkξjdy

=

∫
ZM

∇y [ξ · (y + ζ)] · ∇y [ξ · (y + ζ)] dy =

∫
ZM

|∇y [ξ · (y + ζ)]|2 dy ≥ 0.

Assume that ξTPMξ = 0, then ∇y [ξ · (y + ζ)] = 0 a.e. in ZM. Thus there is a constant
C ∈ R such that ξ · (y + ζ(y)) = C a.e. and hence

ξ · ζ(y) = C − ξ · y a.e.
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3.7 The full homogenized problem 3 HOMOGENIZATION

The domain ZM has a specific structure in our setting: its 1-periodic extension is assumed
to be connected. Thus its intersection with ∂Y has a positive 2-dimensional surface
measure on all faces of Y , as we assumed the faces of Y to be all identical.

This observation implies that there is, on all faces of Y , a surface with positive 2-
dimensional surface measure where ζ is defined. Also, the function ζ is 1-periodic. It
hence follows that ξ = 0, as the right hand side above is not 1-periodic.

Note that, if ZM would be strictly contained in Y , this argument would not work.

3.7 The full homogenized problem

We use the density of the testfunctions φ0 to verify that the homogenized equations stay
valid for all testfunctions v ∈ L2

(
S,H1(Ω)

)
and use the homogenized diffusion tensors

to state the full homogeniued problem:
Homogenized heat diffusion in the solid matrix:∣∣ZM

∣∣ ∫
S

∫
Ω
ρMu

′vdxdt+

∫
S

∫
Ω
PM∇xu · ∇xvdxdt

+|Γ|
∫
S

∫
Ω
κRI(u− θ)vdxdt+

∣∣AM
∣∣ ∫

S

∫
∂Ω
κRE(u− θext)vdσdt = 0.

Homogenized heat diffusion in the Stefan-Region:∣∣ZS
∣∣ ∫

S

∫
Ω
ρSθ
′vdxdt+

∣∣ZS
∣∣ ∫

S

∫
Ω
λχ′vdxdt

+

∫
S

∫
Ω
P S∇xθ · ∇xvdxdt+ |Γ|

∫
S

∫
Ω
κRI(θ − u)vdxdt

+
∣∣AS
∣∣ ∫

S

∫
∂Ω
κRE(θ − θext)vdσdt =

∣∣ZS
∣∣ ∫

S

∫
Ω
fvdxdt.

Homogenized evolution of the phase-field:∣∣ZS
∣∣ ∫

S

∫
Ω
µχ′vdxdt+

∫
S

∫
Ω
PSPF∇xχ · ∇xvdxdt

+
∣∣ZS
∣∣ ∫

S

∫
Ω
ω1χ

3vdxdt−
∣∣ZS
∣∣ ∫

S

∫
Ω
ω2χvdxdt =

∣∣ZS
∣∣ ∫

S

∫
Ω
lθvdxdt.

This corresponds to the classical formulation∣∣ZM
∣∣ ρMu

′ − div(PM∇xu) + |Γ|κRI(u− θ) = 0 in Ω,∣∣ZS
∣∣ ρSθ

′ +
∣∣ZS
∣∣λχ′ − div(P S∇xθ) + |Γ|κRI(θ − u) =

∣∣ZS
∣∣ f in Ω,∣∣ZS

∣∣µχ′ − div(PSPF∇xχ) +
∣∣ZS
∣∣ω1χ

3 −
∣∣ZS
∣∣ω2χ =

∣∣ZS
∣∣ lθ in Ω

with the boundary conditions

−PM∇u· →n =
∣∣AM

∣∣κRE(u− θext) on ∂Ω,

−P S∇θ· →n =
∣∣AM

∣∣κRE(u− θext) on ∂Ω,

−PSPF∇χ· →n = 0 on ∂Ω.
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By standard methods, it is easy to see that, if the initial values converge weakly in L2(Ω),
their weak limits are the initial values of the homogenized system.

4 Outlook

Additionally to the results in this article, the authors have already studied the homoge-
nization of systems with different scalings, e.g. of the interfacial width in the phase-field
model. Also the derivation of sharp-interface models from the effective models derived
in this article has been investigated. Furthermore, the diffusion of chemical species in
the pore-space of the porous medium as well as the modeling of mechanical effects due
to the change of the phases and the homogenization of the respective models have been
studied.

The corresponding results will be published in forthcoming articles.
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